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Abstract 

 

RDF is a standard model by W3C specifically designed for data interchange on the web. RDF 

was established and used for the development of the semantic web. However, nowadays RDF 

data is being used for diverse domains and is not limited to the semantic web. Tremendous 

increase is witnessed in RDF data due to its applications in various domains. With growing 

RDF data it is vital to manage this data efficiently. The thesis aims at efficient storage and 

faster querying of RDF data using various data partitioning techniques.  

The thesis studies the problem of basic data partitioning techniques for RDF data storage and 

proposes the use of hybrid data partitioning in centralized and distributed environment as a 

part of the solution to store and query RDF data. The dissertation emphasizes on efficient 

data storage and faster query execution for stationary RDF data. It demonstrates basic data 

partitioning techniques like PT (Property Table), BT (Binary Table), HP (Horizontally 

Partitioned Table), and use of MV (Materialized Views) over BT. Even though basic data 

partitioning techniques outperforms TT (Triple Table) they suffer from various performances 

issues.  

The thesis gives a detailed insight into advantages and disadvantages of basic data 

partitioning techniques. Consequently, it proposes hybrid solutions for data partitioning by 

exploiting the best of available techniques. It proposes three hybrid data partitioning 

techniques namely DAHP (Data-Aware Hybrid Partitioning), DASIVP (Data-Aware 

Structure Indexed Vertical Partitioning) and WAHP (Workload-Aware Hybrid Partitioning). 

DAHP and WAHP are a combination of PT and BT whereas DASIVP combines structure 

index partitioning with BT. DAHP and DASIVP consider a data-aware approach and WAHP 

considers a workload-aware approach. Data-aware approach stores RDF data based on how 

the data is related to each other in the dataset and workload-aware approach stores RDF data 

based on how the data that is queried together. The thesis demonstrates detailed evaluation of 

query performance and data storage for all the data partitioning techniques. Query 

performances for these data partitioning techniques are evaluated in terms of QET (Query 

Execution Time). It calculates break-even point for all the data partitioning techniques. 

Hybrid data partitioning techniques have shown significant improvement over basic data 
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partitioning techniques. A set of metrics is devised which can help to consider the suitability 

of given data partitioning technique for a RDF dataset.  

 RDF data has increased to a point where it is difficult to manage this data on a single 

machine. It is necessary to distribute the data on different nodes and process it in parallel so 

that efficient query performance can be achieved. Data distribution and parallel processing of 

queries may generate many intermediate results which will involve communication among 

nodes. It becomes necessary to minimize inter-node communication among nodes in order to 

achieve faster execution of queries. This work presents a solution to manage RDF data in a 

distributed environment using a proposed hybrid technique. The solution aims at efficient 

RDF data storage and faster query execution by minimizing inter-node communication 

among nodes.  

Finally, the dissertation proposes DWAHP (Workload-Aware Hybrid Partitioning and 

Distribution) which exploits query workload and distributes data among nodes. DWAHP has 

two phases: Phase 1 considers Workload-Aware Hybrid Partitioning technique which 

generates workload-aware clusters consisting of PT and BT. Phase 2 considers a distribution 

scheme that distributes data among nodes using an n-hop Property Reachability Matrix. 

DWAHP Phase 1 helps in reducing number of joins, as it keeps the data which is queried 

together as a separate partition. DWAHP Phase 2 helps in diminishing inter-node 

communication among nodes with the use of an n-hop Property Reachability Matrix.  The 

thesis demonstrates DWAHP and analyzes its query performance in terms of query execution 

time, query cost, storage space, and inter-node communication. Queries on RDF data mostly 

involve star and linear query patterns. DWAHP manages joins such that it is able to answer 

all linear and star queries without inter-node communication. DWAHP is compared with a 

state-of-the-art solution.  It outperforms the state-of-the-art solution with 72% of faster query 

execution time, 61% of reduced query cost by occupying less than one-third of storage space.  

Increase in RDF data is witnessed as RDF data is being used in diverse domains. Discussed 

partitioning techniques can be utilized for various RDF stores. Data-aware RDF stores can be 

utilized for applications when data characteristics are known and workload-aware RDF stores 

can be utilized when data queries are known in advance.  
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Chapter 1  

1. Introduction 

RDF (Resource Description Framework) [1] is a standard model for data exchange on web 

established by W3C (World Wide Web Consortium). It encodes semantic relationship 

between things. RDF data is represented as a triplet of the form subject-predicate-object 

symbolized as <s,p,o>. Subject signifies a resource, predicate is property or characteristic of 

the resource, and object denotes value of the property. For example, Trupti is a Student at 

DA-IICT which in triple form is represented as <Trupti, Student, DA-IICT>. To be more 

specific, RDF uses URIs to make RDF statements. URI (Uniform Resource Identifier) is a 

global unique id for every entity on web. Another way to represent RDF structure is using 

graphs. It is a labeled graph structure where subject and predicate are nodes connected by 

edges which represent properties.  

 

 

Figure 1.1: RDF Data Representations 

 

Collection of RDF statements essentially characterizes a set of concepts or a particular kind 

of knowledge that give you an idea about things, and the relationship between things, which 

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix foaf: <http://xmlns.com/foaf/0.1/> .
<#Trupti Padiya>

a foaf:Person ;
foaf:name "Trupti Padiya" ;
foaf:mbox <mailto:trupti_padiya@daiict.ac.in> ;
foaf:homepage <http://www.tpadiya.com> ;
foaf:nick “Trupti" ;
foaf:depiction <http://www.tpadiya.com/img_smile.jpg> ;
foaf:interest <http://www.vldb.org> ;
foaf:knows [

a foaf:Person ;
foaf:name "Minal Bhise" ] 

<Trupti Padiya> <foaf:name>  “Trupti Padiya”
<Trupti Padiya> < foaf:mbox> <mailto:trupti_padiya@daiict.ac.in>
<Trupti Padiya> <foaf:homepage> <http://www.tpadiya.com> 
<Trupti Padiya> <foaf:nick>  “Trupti”
<Trupti Padiya> <foaf:depiction> <http://www.tpadiya.com/img_smile.jpg>
<Trupti Padiya> <foaf:interest> <http://www.vldb.org> 
<Trupti Padiya> <foaf:knows> "Minal Bhise"

(a) RDF Data

(b) RDF Data Triples
(c) RDF Data Graph

“Trupti”

Trupti Padiya

foaf:name

“Trupti Padiya”

foaf:mbox

<trupti_padiya@daiict.ac.in>

foaf:homepage

<http://www.tpadiya.com>

foaf:nick

foaf:decipitation

<http://www.tpadiya.com/img_smile.jpg>

foaf:interest

<http://www.vldb.org>

foaf:knows

“Minal Bhise”

rdf:type

rdf:type

foaf:person



 

2 

 

is formally referred to as an ontology.  FOAF [2] is an ontology describing person and their 

details, their activities, their relationship with other persons and so on. It basically describes a 

social network which is expressed in RDF. Figure 1.1 depicts various ways to represent 

FOAF (Friend Of A Friend) data. Figure 1.1 (a) is a RDF XML representation, Figure 1.1 (b) 

represents RDF data as set of triples and Figure 1.1 (c) represents RDF graph.  

RDF initially was introduced for the development of the semantic web. However, RDF is 

now used in a broader spectrum. For e.g. DBpedia [3] and Yago [4] extracts information from 

Wikipedia and stores them in RDF format in order to support structural queries over 

Wikipedia.  RDF is also used in the field of biology which has generated many large RDF 

collections like Bio2RDF and UniProt [5]. RDF is nowadays being used in diverse domains. 

It is a building block for the intelligent web, which is used as a machine-readable standard to 

exchange heterogeneous data on the web. Thus storing, retrieving and managing this data 

remains an important aspect of developing interactive applications. 

1.1. RDF Data Storage 

RDF data storage is of vital importance to materialize intelligent web. Several research 

efforts are made for efficient storage and management of RDF data. Data management has 

been put into execution either by centralized approach or distributed approach. Researchers 

have viewed RDF data storage and management with different viewpoints, irrespective of 

these approaches. RDF data storage is accomplished using these viewpoints: 1) RDF data is 

stored in a relational database system where the data is stored as relational tables. 2) RDF 

data is stored in its native graph pattern. When data is stored as a graph, it maintains its 

original representation of RDF data. However querying these graphs is complex due to tree 

traversal and graph-pattern matching, as the cost of subgraph matching is NP-complete [6]. It 

is intricate to extract frequent patterns from graph databases. It is much more difficult to scale 

graph data in a distributed network compared to scaling simpler data models [7]. On the 

contrary, traditional database techniques such as indexing, and query processing/optimization 

can be utilized to address this issue. Therefore with increasing RDF data, we feel classic 

relational database techniques can be used to store the data, so that one can take advantage of 

years long research on efficient storage and querying, transactions support, locking, indexing, 

query optimization, security and other features of database management systems.  This 

dissertation hence discusses RDF data storage considering a relational perspective.  
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1.2. Motivation 

RDF is a pillar of the intelligent web which makes the data understandable not only to 

humans but also to machines. It is a linked structure that has gained wide acceptance and is 

used for real-life applications. Lots of tools have been developed for purposes like triple 

stores, inference engines, converters, search engines, middleware, semantic web browsers, 

development environments and semantic wikis to name a few [3][8][9][10]. Linked Data [11] 

connects structured data on the web. It connects data, information, and knowledge on the 

intelligent web using RDF.  RDF is also used as a standard for information exchange for IoT 

(Internet of Things) [12][13]. IoT is an environment where every participating object, say a 

person, place or a thing are provided with a unique identifier in order to endow with the 

ability to transfer information. It is a heterogeneous data originating from various devices 

with different standards. RDF can assist in merging data even if the original schemas differ, 

and it particularly supports the development of schemas over the period of time. RDF allows 

the data to be shared across different applications [1].  

Because of higher utilization of RDF data, a rapid increase in RDF data is observed over the 

period of time. W3C Wikipedia page of RDF dumps [14] is flourished with trillions of 

triples. Linked Open Data is linking more than 9960 datasets out of which, some datasets 

contain more than 50 billion triples [15].  This rapid increase in RDF data makes RDF data 

management an open research issue. Storing, retrieving and managing this proliferating RDF 

data is of major concern. Efficient management of this RDF data is essential in order to 

fabricate robust RDF storage systems. With regard to building highly interactive applications, 

it is crucial to manage this RDF data competently, especially in terms of data storage and 

query execution time. This dissertation aspires to solve some of the major issues in RDF data 

management. Especially efficient RDF data storage and faster query execution using a set of 

proposed techniques, which can help in the development of interactive applications.  

1.3. Objectives 

This thesis deals with stationary RDF data and uses relational perspective to efficiently store 

and manage the data. The research work addressed in this dissertation essentially focuses on 

leveraging query performance using various partitioning strategies. It has following 

objectives: 
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 Explore basic RDF data partitioning techniques  
 Develop appropriate techniques to store RDF data efficiently for faster query 

execution  
 Develop solution for distributed systems using proposed approaches 

1.4. Goals and Contributions 

The comprehensive goal of this dissertation is to advance research into the area of RDF data 

management by enhancing previous attempts to manage RDF data.  It proposes new 

techniques to manage RDF data efficiently. Particularly it concentrates on efficient storage 

and faster querying of RDF data. Fundamentally this thesis gives minute details for a set of 

proposed techniques for RDF data management. First, it details on basic RDF data 

partitioning techniques. Second, it examines the tradeoffs of basic partitioning methods and 

proposes three hybrid data partitioning techniques. Third, it proposes a method for 

partitioning RDF data and then distributes this partitioned data on different nodes for efficient 

query execution. Our proposed method executes queries such that inter-node communication 

among nodes is minimized. This dissertation reflects an empirical research for efficiently 

storing and querying RDF data in both centralized and distributed environment using 

proposed techniques.     

1.4.1. Basic RDF Data Partitioning  

This section discusses available partitioning strategies. A set of experiments are performed 

for existing partitioning techniques, which let us get a hands-on and detailed insight into their 

working mechanisms. Basic partitioning methods include triple table [16], properly tables 

[17], binary tables [18], and materialized views [19] . Experimental work using basic 

partitioning methods and their break-even analysis are reported in [g] [h] [i].  Experimental 

work done during this thesis for basic RDF data partitioning is discussed in Chapter 3 in 

detail. 

1.4.2. Hybrid RDF Data Partitioning 

A series of experiments using basic RDF data partitioning helped us gain a detailed insight 

into advantages and disadvantages of existing approaches, and lead us to propose hybrid 

mechanisms to partition RDF data. We combine existing approaches by considering their 
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advantages and eliminating their disadvantages to a certain extent. Proposed hybrid RDF 

partitioning techniques include: 1) DAHP (Data-Aware Hybrid Partitioning) [e] 2) DASIVP 

(Data-Aware Structure Indexed Vertical Partitioning) [f] and 3) WAHP (Workload-Aware 

Hybrid Partitioning) [c] [d]. All hybrid partitioning mechanisms are discussed in Chapter 4. 

1.4.3. Distribution of Partitioned RDF Data 

RDF data is increasing rapidly and it has reached a point where processing and managing this 

data on a single machine has become difficult. We propose DWAHP (Workload-Aware 

Hybrid Partitioning and Distribution) [a] which is discussed in Chapter 5. The technique 

performs hybrid RDF data partitioning and manages query joins, such that queries can be 

executed faster. On top of that, it distributes hybrid partitioned data across nodes on a 

network such that, inter-node communication can be minimized and efficient query 

performance can be gained. In short, the proposed technique DWAHP partitions and 

distributes RDF data such that, not only it manages joins but also reduces inter-node 

communication among nodes to execute queries efficiently.  

1.4.4. Comparison with State-of-the-art 

We compare our system with JARS [20], a state-of-the-art mechanism to manage RDF data 

in distributed environment. JARS eliminates inter-node communication for star query 

patterns and minimizes inter-node communication for linear queries. DWAHP is compared 

with JARS in terms of query performance parameters: query execution time, query cost, 

storage space, and inter-node communication. The proposed system DWAHP has 

demonstrated on an average 72% of better query execution time with 61% of reduced query 

cost by occupying less than one third storage space compared to the state-of-the-art solution. 

DWAHP manages joins efficiently, and it is able to answer frequent query patterns like star 

and linear queries without inter-node communication. 

1.5. Dissertation Outline 

This dissertation focuses on using partitioning techniques to store stationary RDF data 

efficiently in a relational system. It proposes three hybrid partitioning techniques namely 

DAHP, DASIVP, and WAHP. It utilizes these techniques and using a proposed distribution 

scheme, the thesis proposes a technique called DWAHP to manage RDF data efficiently in a 
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distributed environment.   The thesis is organized as follows. Chapter 2 highlights related 

work. Chapter 3 demonstrates basic data partitioning techniques to manage RDF data. 

Chapter 4 discusses proposed data-aware and workload-aware based partitioning techniques. 

Chapter 5 demonstrates a solution to manage RDF data in a distributed environment and 

compares it with a state-of-the-art solution followed by conclusions and future work. 
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Chapter 2 

2. Related Work 

 

RDF has been extensively used for the development of the semantic web. However, RDF 

nowadays is not limited to semantic web, as it is being used for various diverse domains.  

With rapid increase in RDF data, efficient management of this data has always remained a 

primary challenge. Researchers have provided numerous solutions to manage this data 

efficiently over the period of time. Relational databases are thought-out as one of the 

prevalent solutions for managing different kinds of data.  In 1998, Tim Berners Lee discussed 

RDF and E-R model for their distinct characteristics [21]. This work suggested RDF model to 

relational model by mapping record to a RDF node, a field to a RDF property and table cell 

as object-value. There are several tools that have been developed to bridge the gap between 

RDF and relational representation [22]. Continuous attempts are made to find solutions to 

manage RDF data efficiently using a relational system [23].  This chapter discusses some of 

the major contributions in RDF data management.   

2.1. Basic RDF Data Partitioning 

This section discusses basic RDF data partitioning schemes proposed over years. Almost 

every research work uses some of these techniques at the base to partition data in a RDF 

store. 

2.1.1. Triple Table  

RDF data description generally has a triple format representation, which includes a triple of 

the form <subject, predicate, object> or <s,p,o>. Triple Table (TT) is a flat representation of 

these triples in a three column relational table. Systems like SesameSQL92SAIL[16], Oracle 

[24], 3Store [25] used this triple table approach. Figure 2.1 illustrates triple table.  Figure 2.1 

(a) depicts a triple table prepared for a set of RDF triples using row strings and Figure 2.1 (b) 

depicts an example of a triple table using a generic representation where S1, S2 ... Sn 

represents subjects, P1, P2 ... Pn represents predicates and O1, O2 … On represents object 

values. All the examples in this thesis are demonstrated using this generic representation.  
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Figure 2.1 Triple Table 

 

The main advantage of TT is, it has a very general representation and it is flexible too. It is 

easier to map a triple directly to a three column table. However, storing a large number of 

triples can result in performance issues. Storing a large number of triples in a single table will 

make the table huge. Moreover, real-life queries will require many self-joins which will result 

in slower query execution and there is a possibility to run out of memory capacity [18]. Due 

to these serious performance issues triple table doesn’t scale well.  

2.1.2. Indexing 

Researchers proposed solutions to use indexing mechanism to overcome these issues of a 

triple table in order to execute queries faster. These alternative solutions made use of 

extensive indexing on triple tables [26]. For every such system, there exists only a single 

triple table but it is indexed extensively. For example systems like Virtuoso [27], Hexastore 

[28] and RDF-3X [29]  use extensive indexing techniques. Virtuoso stores quads by binding a 

graph g with every triple. Conceptually it is a four-column table indexed by g,s,p,o and 

o,g,p,s. Hexastore uses a sextuple indexing mechanism. This six indexing scheme includes 

spo, sop, pso, pos, ops, and osp. On top of that they use dictionary encoding techniques and 

instead of storing entire URIs it stores shorten version of keys. Hexastore needs five times 

storage space than the actual triple table. RDF-3X also considers extensive indexing using 

Subject Predicate Object

Trupti Padiya First name “Trupti”

Trupti Padiya Interest “databases“

Trupti Padiya Institute “DA-IICT“

Disha Pathak First name “Disha”

Disha Pathak Interest “Photography“

Dhrumil Shah First name “Dhrumil”

Dhrumil Shah Institute “CISCO

Subject Property Object

S1 P1 O1

S1 P2 O2

S1 P3 O3

S2 P1 O4

S2 P2 O5

S3 P1 O6

S3 P3 O7

(a) Triple table example using 
row strings

(b) Triple table example using 
generic representation
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spo, sop, pso, pos, ops, and osp. It stores triples in compressed B+ trees which are sorted 

lexicographically by values of six different permutations. Indexing mechanisms although 

perform efficiently, because of required excess storage space they limit the scalability of data. 

TripleBit [30] tries to reduce storage space to some extent. These extensive indexing 

mechanisms offer the advantage of indexed based faster query processing. However, its 

major drawback is overhead of excess storage space and updating multiple indexes. 

2.1.3. Property Tables 

Property table scheme has been proposed by Jena [17]. Systems like DB2RDF [31] and 

4store [32] also uses property table technique. Property table is a wider, flat representation 

which is similar to traditional relational schemas. Property tables can be of two types: 

Clustered property table and Property class table [33]. Clustered property table contains a 

group of properties that tend to be defined together. Property class table exploits “type” 

property and group subjects in the same table which are associated with similar type. Figure 

2.2 depicts a clustered property table.  

 

 
Figure 2.2: Property Table 

 

 The advantage of using property table approach is subject-subject joins are diminished. 

Hence a query will have fewer joins or in some cases, it can be just a single table scan. 

Besides this advantage, it suffers from many serious drawbacks. There could be a significant 

number of null values in the table and can result in a sparse table for wider tables which will 

result in space overhead. RDF data use multi-valued attributes and it is awkward to express 

Subject Property Object

S1 P1 O1

S1 P2 O2

S1 P3 O3

S2 P1 O4

S2 P2 O5

S3 P1 O6

S3 P3 O7

(a) Triple Table

Subject P1 P2 P3

S1 O1 O2 O3

S2 O4 O5 NULL

S3 O6 NULL O7

(b) Property Table
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multi-valued attributes in property tables. Clustering similar properties will need some 

clustering algorithm and it may require re-clustering as there can be alterations in data 

characteristics over time.  Apart from the subject-subject join, property tables may not help 

other join types.  

2.1.4. Data Partitioning  

These limitations of discussed approaches were addressed by using partitioning technique for 

RDF stores. SW-Store [18] introduced use of vertical partitioning for RDF data. C-store [34] 

and IBM DB2 [35] implements this approach for managing RDF data. It is a fully 

decomposed model [36]. A triple table is partitioned into n two column tables where n is 

number of properties. Each table contains two columns (s, o) for every property. Hence it is 

called binary table.  

 

Figure 2.3: Binary Tables 

 

Figure 2.3 shows binary tables formed from sample triple table. This approach offers many 

advantages. Subjects that do not define a particular property are simply eliminated and hence 

it solves the problem of null value. Compared to property tables it will not need any 

clustering algorithm. All data related to a particular property is residing in the same table. So 

it may result in fewer union clauses. Besides these advantages, this approach suffers from few 

drawbacks. It requires increased number of joins. If multiple properties are queried, one 

needs to access and join all the required binary tables for the queried properties. Insert 

operations can be slow for binary tables as insert operations for same subject need to access 

Subject Property Object

S1 P1 O1

S1 P2 O2

S1 P3 O3

S2 P1 O4

S2 P2 O5

S3 P1 O6

S3 P3 O7

(a) Triple Table

Subject Object

S1 O1

S2 O4

S3 O6

Subject Object

S1 O3

S3 O7

Subject Object

S1 O2

S2 O5

(b) Binary Tables

P1 P2

P3
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different partitions. In a dynamic scenario where data keeps on changing data insertions can 

be tricky. 

2.2. Hybrid RDF Data Partitioning  

Continuous research efforts lead to Hybrid solutions to manage RDF data. A technique is 

proposed which uses PIG (Parameterized Structure Index) for data partitioning and query 

processing that exploited underlying structure to improve management of RDF data [37] [38] 

[39].  

 

Figure 2.4 Structure Index Partitioning 
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It uses structure index for RDF. At querying time, structure index is used for structure-level 

query processing to identify data that matches the query structure. And then this structure 

level processing is combined with data-level processing for join operations and retrieval of 

data. Basically, an index graph is prepared using the basic data graph and the query graph is 

mapped on the index graph to retrieve data. Figure 2.4 shows an example of Structure Index 

Partitioning approach. It shows the data graph, index graph and a query graph for query 

“Retrieve people who belong to DA-IICT and are interested in Database”. Structure Index 

Partitioning maps query graph on index graph, followed by query pruning in order to get a 

final answer of the query. Though it outperforms few of the discussed basic RDF storage 

techniques, it suffers from the issue of scalability as it is a graph-based method. Moreover, in 

dynamic environment query structure may change and which may result in increased 

complexity of this solution. 

A RDF data-centric approach [40] is proposed to manage RDF efficiently. It uses a 

combination of binary tables and property tables to store RDF data. It basically decreases the 

need for number of joins in the query plan and also tries to keep the number of null values at 

minimum. It offers a simple solution but in some scenarios, it has shown moderate 

performance as data-centric tables contained some redundant values. 

2.3. Distribution of RDF Data 

RDF data has increased to a point where it is difficult to manage it on a single system. For 

few datasets, it has accelerated to a level where it becomes necessary to partition the data 

across multiple nodes to manage this data proficiently. Researchers have contributed many 

solutions to partition and distribute RDF data. This section briefs some of the prominent 

solutions to manage RDF data in a distributed environment. 

2.3.1. Federated Systems  

Federated systems are proposed to manage RDF data.  FedX [41] offers one such federated 

query processing mechanism for heterogeneous linked data sources. It targets to minimize the 

number of intermediate requests among federated nodes and proposes a mechanism to group 

triples such that they can be evaluated at a single endpoint. It employs an optimization 

technique for efficient query processing. DARQ [42] is also a federated system to query RDF 
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data and it also discusses use of semi-join same as FedX to compute join between 

intermediate results. 

2.3.2. Adaptive RDF Data Storage Systems 

Though this dissertation deals with stationary data, it will be suitable to highlight some work 

that has been carried out to manage RDF data in a dynamic environment, where data keeps 

on changing over time. Cerise [43] is an adaptive RDF data store for a distributed 

environment.  It dynamically adapts to underlying storage and query execution based on 

query history. It tries to co-locate data on the same node that are accessed together so that 

disk and network latency can be reduced. Though it outperforms few of the techniques to 

manage RDF data in a distributed environment, it has a certain cost involved for co-locating 

data for read-only workloads.  In some cases, this cost is compensated with performance 

improvement of queries. However, this approach is more suitable for query patterns which 

are repeated over time. DREAM [44] is another adaptive query planner for RDF data 

management in a distributed environment. DREAM doesn’t partition data like other 

techniques, instead it partitions only queries. It offers a general paradigm for various query 

patterns and its adaptive scheme automatically runs queries on different machines depending 

on query complexities. Although it outperforms Scalable RDF Storage [45], RDF-3X [29] 

and other distributed systems, it can certainly accelerate its performance by considering 

parallelizing queries at different granularities. PHD-store [46] doesn’t assume any pre-

placement of data and does not require pre-partitioning of data. It answers queries using 

distributed semi-join algorithms and adapts dynamically to query load by progressively 

redistributing frequently accessed data. It uses propagating hash distribution approach to 

solve the problem. 

2.3.3. Data-Aware RDF Data Partitioning Systems 

Various RDF data partitioning mechanisms for distributed systems are also proposed by 

many researchers to efficiently handle this data. TriAD [47] is a shared-nothing RDF engine 

which is based on asynchronous message passing. It combines join ahead pruning with a 

locality based, horizontal partitioning of RDF triples. It uses METIS [48] to partition RDF 

graph. Each partition is distributed among nodes and every node maintains in-memory 

vectors of triples. All vectors are permuted for subject, predicate, and object and hence it has 
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six such vectors.  It also maintains a summary graph which has partition information. Partout 

[49] extends the notion of minterm predicates and use it as a fragmentation unit to partition 

data. 

Scalable RDF Storage [45]  has proposed a scalable querying technique to leverage single 

node data management. It is a horizontally scalable RDF storage system that makes use of 

METIS partitioner [48]. It introduces data partitioning and placement technique on a Hadoop 

framework where query execution is parallelized between nodes. They introduce a parameter 

PWOC (Parallelization WithOut Communication) to check for a query is parallelizable and 

can be executed without the need of message passing. Another RDF partitioning approach for 

scalable RDF store [50] is also a Hadoop based framework which automatically partitions 

RDF data and approximates a solution to place partitions on different nodes such that 

redundancy can be reduced. It actually proposes this framework to make a good tradeoff 

between data redundancy and efficient query execution. It combines advantages of both 

RDF-3X [29] and MapReduce framework. However, it needs considerable data preprocessing 

and additional data structures to perform data distribution among nodes.  

JARS [20] pursue a join aware RDF data distribution approach. It is a relational system based 

approach to distribute RDF data and hence doesn’t hold expensive MapReduce jobs. It uses 

dual-hash partitioning and dual indexing on the triple table. It uses MD5 message digest 

algorithm to generate a hash value for placement of a triple on its respective node. This 

algorithm is applied for both subject and object. After triple placement on their respective 

node using the MD5 algorithm, it indexes subject table and object table. The subject table is 

indexed using pos, pso, osp, and spo while object table is indexed by pos, pso, sop, and ops.  

With this strategy, it eliminates inter-node communication for queries having subject-subject 

joins and it is minimizing inter-node communication for queries having subject-object joins. 

Even though it achieves significant performance improvement over few distribution schemes, 

it suffers from several issues. It stores triple twice and on top of that, it indexes them using 

four permutations of subject, predicate, and object. Consequently, it consumes more than 

double storage space than it is required to store the actual data. While updating triples, one 

need to re-calculate its MD5 hash value for both subject [51] and object, place it on 

respective node and then re-index on their corresponding subject and object table.  This 

complex set of operations makes it difficult to handle updates on such systems.  
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2.3.4. Workload-Aware RDF Data Partitioning Systems 

In parallel, researchers also have utilized workload information in order to answer frequent 

queries efficiently for a distributed environment. For example system like WARP [52] exploit 

workload information to replicate and distribute data among nodes. It avoids expensive 

MapReduce jobs and performs cost-aware optimization of arbitrary queries. Another 

workload based RDF data fragmentation and allocation [53] offers a solution by considering 

frequent access patterns of the queries. It proposes a local pattern-based fragmentation 

strategy by considering the entire workload and satisfying their storage constraint. 

Researchers have worked on systems that separate hot and cold data based on the frequency 

of query workload and then manages hot data in main memory databases [54] [51] [55]. 

ClusterRDF [56] [57] also exploits workload information and generates RDF templates. 

These templates are frequent query patterns identified for the system. It allocates these 

templates such that the data that is queried together can appear on the same node in order to 

reduce messaging passing between nodes. While performing data distribution among nodes, 

it fragments these templates by keeping a check on structure query patterns to cluster them 

solely.  At the time of clustering these fragments, it groups fragments with strong affinities 

considering a storage threshold. Though ClusterRDF outperforms other storage systems, 

there can be significant issues that can arise while using this approach. Depending on number 

of nodes and number of multi-valued relationships in RDF dataset, it is possible that more 

number of fragments may be required. With increase in fragments, the idea of reduced 

message passing gradually dissolves. It is necessary to use an acceptable threshold value to 

reduce data redundancy at the time of clustering fragments. To cluster fragments, it needs to 

traverse through all triples so that fragments with strong affinity can be kept together. This in 

itself is a complex process and on top of that changes in RDF data may make it even more 

difficult to allocate data on nodes. Query graph pattern needs to be defined at an earlier stage 

to use this approach. So it may be difficult to run ad-hoc queries on this system. 

2.4. Research Issues  

Researchers have proposed numerous solutions with different perspectives to manage RDF 

data. However, few research issues are still open. This section discusses some of the open 

research issues in the area of RDF data management followed by the research issues 

addressed in the dissertation and some recent work.  
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2.4.1. Open Research Issues 

Researchers have put in abundant efforts to manage RDF data in a relational system and a lot 

of issues have been solved adequately. However following research issues are still open:  

 Strategies for RDF data storage and query processing 

Basic RDF data stores like triple table [58], property table [17], binary tables [18], use of 

materialized views [18] have been proposed. Triple table though being simple suffers from 

issues of a large number of self-joins. Property table contains potential null values in large 

number making it a sparse matrix, and vertical partitioning face problem of more number of 

joins and update issues.   On the other hand, various indexing mechanisms [27][28][29] are 

also proposed for efficient handling of RDF data. However indexing RDF store faces the 

problem of complex operations like updating indexes and usage of extra memory space to 

store those indexes. Researchers have experimentally evaluated RDF storage systems [59] 

and have proposed workload-aware storage and query processing strategies [60] on 

centralized systems. Many RDF storage systems like [17][61][62] rely on MMDB (Main 

Memory Data Bases) [63] for faster retrieval of data. However managing RDF data using in-

memory systems may not be feasible in the scenarios where there is no strong hardware 

support. Besides storage mechanisms, researchers also have worked on various query 

processing strategies which make use of different query optimization techniques [64] to 

efficiently process RDF queries.  

Although numerous solutions have been proposed to address the issue of RDF data storage 

and query processing, they suffer from some of the performance issues as discussed in 

section 2.1 and section 2.2, which makes a room for further research in this domain and find 

solutions to overcome some of the issues addressed. 

 RDF data management in distributed environment 

With rapid increase in RDF data, it has become difficult to manage this data on a centralized 

system. Hence researchers have proposed solutions to manage RDF data in a distributed 

environment. Various RDF data partitioning systems [47][45][50][20][57][65]  have been 

devised for distributed systems. Mostly these systems provide solutions for minimum 

message passing in order to achieve faster query execution. Scalable RDF storage system 



Related Work 

17 

 

[45] is able to minimize inter-node communication and parallelize queries using a metric 

called PWOC. It is able to perform better than other hash partitioning systems like SHARD. 

However, it doesn’t consider query workload for partitioning RDF data.  JARS [20] is 

another RDF data storage system that achieves significant performance improvement. 

However it stores triples twice and on top of that, it indexes them using four permutations of 

subject, predicate, and object. This eventually results in consumption of more than double 

storage space than it is required to store the actual data.  It also involves a huge complexity 

during update operation due to its data distribution strategy.  ClusterRDF [57]  exploits 

workload information and distributes RDF data using generated templates. All of these 

discussed systems have managed minimum message passing between nodes by either using 

certain partitioning strategies or by managing joins for query processing. However, these 

techniques do suffer from some issues as discussed in detail in section 2.3 which motivates to 

carry out further research in this domain.  RDF systems generally deal with queries having 

subject-subject and subject-object joins. There is a necessity for such systems that can not 

only minimize inter-node communication but also manage both subject-subject and subject-

object join efficiently.  

 RDF data management and applications 

RDF has been used increasingly in real life applications like triple stores, inference engines, 

converters, search engines, middleware, semantic web browsers, development environments 

and semantic wikis. Various new technologies are looking forward to using RDF as a 

standard because of its flexible representation and its capability for interoperable systems. 

For example, researchers feel that RDF is important for the successful Internet of Things [66] 

[9][67]. IoT is an environment where every participating object, say a person, place or a thing 

are provided with a unique identifier in order to endow with the ability to transfer and process 

information. This data is heterogeneous in nature and there is a growing need to manage this 

data together using standard protocols. Although there is no shortage of standards, these 

standards remain disconnected and hence researchers propose utilization of RDF to offer 

connectivity.  RDF has features that assist in data merging even though the underlying 

schema differ, and it particularly supports the evolution of schemas over time without 

requiring all the data patrons to be changed. Use of RDF allows structured and semi-

structured data to be mixed, exposed, and shared across different applications [68]. 
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Furthermore, RDF data management techniques can be applied to IoT data in order to make 

IoT applications interactive [69] [70] [71]. 

2.4.2. Issues Addressed in Dissertation  

This dissertation provides solution to some of the issues discussed in section 2.4.1. Following 

are the highlights of research issues addressed:  

 Proposed hybrid approaches to store RDF data for faster query processing 

We propose three hybrid approaches to leverage query performance and offer a solution for a 

relational based RDF data storage system. DAHP (Data-Aware Hybrid Partitioning) and 

DASIVP (Data-Aware Structure Indexed Vertical Partitioning) are two proposed data-aware 

approaches. They focus on how the data is organized in the dataset and offers a storage plan 

using a hybrid approach in order to execute queries faster. WAHP (Workload-Aware Hybrid 

Partitioning) is a workload-aware approach which offers a solution to store RDF data 

considering the actual query workload and aims at leveraging frequent queries. Further, we 

carry out an insightful comparison of all the approaches by the means of empirical 

evaluation. Our proposed approaches are able to outperform state-of-the-art systems and 

overcome some of the issues discussed in section 2.1 and 2.2.  

 Proposed method to manage RDF data in a distributed environment 

We utilize those ascertained hybrid approaches and propose DWAHP (Workload-Aware 

Hybrid Partitioning and Distribution) to manage RDF data in a distributed environment. 

Basically, we use workload-aware approach to partition RDF data. Subsequently, we make 

use of data-aware approach for data allocation and data distribution among nodes. This blend 

helps us achieve an order of magnitude better performance compared to state-of-the-art 

mechanisms. Our approach not only minimizes inter-node communication but also manages 

subject-subject and subject-object joins such that linear and star queries can be answered 

without inter-node communication.  Further, we apply our proposed techniques for IoT data 

which can direct towards making IoT applications interactive.  
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2.5. Recent Work 

This section highlights a few most recent work carried out in the area of RDF data 

management. Some new data storage strategies also have been formulated. For example 

system like RDF-4X [72] provides a scalable solution to manage RDF data. It introduces 

storage methods and indexing mechanisms that scale billions of quads across multiple nodes. 

A Google patent [73] proposes methods and apparatus for querying relational data store using 

schema-less queries. A distributed RDF store [74] introduces a bulk-loading algorithm for 

triples using MapReduce framework. This bulk-loading algorithm for loading billions for 

triples makes it faster to respond to queries. RDFox [75] is an in-memory scalable centralized 

RDF store for static RDF data. Researchers also have proposed in-memory RDF dictionary 

[76] for dynamic and streaming RDF data.     

Indexing mechanism suffers from storage space issues and researchers are working on it to 

minimize storage space occupied by indexes.  Double chain-star [77] is an indexing scheme 

for fast processing of RDF queries. It reduces chain star patterns as it involves multiple self-

joins. Another indexing scheme [78] is proposed for a large scale semantic web data. It 

creates a subject-object index and a separate predicate index to minimize total size of the 

index. v-RDFCSA [79] is a self-indexing solution that provides version-based queries on top 

of compressed RDF  archives. It reduces space-time up to35 - 60 times over current solutions.  

RIQ [80] proposes a solution for faster processing of queries for RDF data that is stored as 

quadruples. It employs a decrease-and-conquer strategy for faster query processing. Instead 

of indexing entire RDF dataset, it identifies similar groups of RDF data and creates an index 

on each group separately. Ontop [81] is an open-source ontology-based access system. It 

allows querying relational data sources through a conceptual representation of their 

corresponding interest domain. Along with a theoretical foundation, it utilizes query rewriting 

technique and extensive optimization techniques. S2RDF [82] proposes a mechanism for 

faster query processing. It uses is relational partitioning schema which employs semi-join 

based preprocessing to efficiently minimize query input size. Cliquesquare [83] is an 

optimization approach for evaluation of RDF queries in massively parallel environment.  It 

minimizes the number of joins encountered on the root to leaf plan. It actually proposes 

optimization algorithms to build flat query plans. 
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2.6. Summary 

This chapter of literature survey discusses some of the major contributions in the area of RDF 

data management. It details about various available data partitioning solutions to manage 

RDF data using data and workload information. It discusses proposed solutions for storing 

and querying RDF data efficiently in a centralized and distributed environment. It talks about 

open research issues and issues addressed in this dissertation. 
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Chapter 3 

3. Basic Partitioning for RDF Data 

RDF data maintains its original representation when stored in its native graph pattern. 

However querying these graphs is complex due to tree traversal and graph-pattern matching. 

It is difficult to deal with large data graphs as graphs may be ideal if nodes are fairly balanced 

[7]. There can be super-nodes with many edges and there can be nodes with very few edges 

which make it challenging to scale. On the other hand, scaling data on simpler models like 

relational models is quite a worked out solution. On top of that, relational database techniques 

such as indexing, and query optimization can be utilized to handle scaled data efficiently. 

Therefore with increasing RDF data, we feel classic relational database techniques can be 

used to store the data. So that one can take advantage of years-long research on efficient 

storage and querying, transactions support, locking, indexing, query optimization, security 

and other features of database management systems.  This chapter discusses basic RDF data 

storage techniques using relational systems. It further discusses the experiments performed 

for basic RDF data partitioning techniques. An empirical evaluation is carried out for a triple 

table, property tables, binary tables, horizontally partitioned tables, and materialized views 

over binary tables. Additionally, these basic storage techniques are also evaluated for scaled 

data. This experimental study has helped to gain hands-on to manage RDF data in a relational 

database system. 

 

3.1. Triple Table (TT) 

Structurally RDF is in the triple format as <subject, predicate, object>. These triples can then 

be stored in a relational database with a flat representation of a three-column schema, known 

as TT (Triple Table) [16]. The advantage of this approach is that it has a very simple and 

flexible data representation. However, it can suffer from serious performance issues, as there 

is only a single RDF table. Almost all interesting queries will involve many self-joins over 

this table. Hence it becomes important to improve RDF query performance as data is 

represented in RDF format on the web. 
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3.2. Partitioned Tables  

Data partitioning deals with the logical arrangement of data in the database.  There exist 

mainly two types of data partitioning techniques: Vertical and Horizontal. Vertical 

partitioning divides a table into multiple tables that contain fewer columns.  Horizontal 

partitioning is a horizontal division of a table which contains fewer rows. Vertical Partition 

for RDF data may result in property tables and binary tables. Horizontal partition on RDF 

data results in horizontally partitioned tables. 

3.2.1. Property Tables (PT) 

PT can be visualized as a vertical partitioning of RDF data. It is a de-normalized RDF table, 

which is physically stored in a wider, flattened representation [17]. It is quite similar to 

traditional relational schemas which have subject and its required predicates as columns. 

Now if there are queries which have more joins, then this query will be very slow to execute, 

because as the number of triples in the collection scales, the RDF table may well exceed the 

size of memory, and each of these filters and joins will require a scan or index lookup. Real 

world queries involve much more joins, which complicates selectivity estimation and query 

optimization, and limits the benefit of indices [33]. Even though the representation is very 

simple and flexible, there are several issues with PT which includes a large number of nulls, 

difficulty of storing multi-valued attributes, and complex joins. Besides this, a clustering 

algorithm must be used to find a group of properties to form a property table. These 

clustering algorithms may increase complexity and on top of that, if the data characteristics 

change over time, reclustering might become necessary. 

3.2.2. Binary Tables (BT) 

Using vertical partitioning, another way to store RDF data is to create a table for every 

property. There will be as many tables as number of properties in the dataset. Each table will 

have two columns, one for the subject and other for the object for their corresponding 

property [18]. As it has two columns it is referred to as BT (Binary Tables). Subjects that do 

not have properties defined for them will not appear in BT and hence BT solves the problem 

of null value. Compared to property tables it will not need any clustering algorithm. Besides 

these advantages, this approach suffers from few drawbacks. Some of the queries may require 
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larger number of joins. If multiple properties are queried, one needs to access and join all the 

required binary tables for the queried properties.  

3.2.3. Horizontally Partitioned Tables (HP) 

Horizontal partitioning divides a table into multiple tables where each table contains the same 

number of columns, but fewer rows. Horizontal partitioning can be applied on a triple table, 

property table, and binary tables. In this chapter horizontal partitioning is applied on the triple 

table. Basically, they are smaller triple tables considering number of rows. Every HP 

(Horizontally Partitioned table) contains different rows. 

3.2.4. Materialized Views (MV) 

A view is a database object which contains the query result. For example, it may be a local 

copy of data which is located remotely, or it can be a subset of the rows and/or columns of a 

table or join result, or it can be a summary based on aggregations of a table's data [84]. In 

short, a view is a virtual table representing the result of a database query. An MV 

(Materialized View) [19] takes a different approach, in which the query result is cached as a 

concrete table that may be updated from the original base tables from time to time. 

Materialized views are most often used in data warehousing or business intelligence 

applications where large fact tables with thousands of millions of rows are queried. For the 

work represented here, materialized views are considered in conjunction with binary tables, 

which is expected to improve query performance. 

3.3. Experiments 

The presented work experimentally study and evaluate query performance for RDF data 

using various basic RDF storage techniques. Initially, RDF data is converted to triple form. 

This RDF data in the triple form is mapped to a three-column table called triple table. The 

dataset is partitioned vertically and horizontally. Vertical partitioning results in property 

tables and binary tables. A set of clustered property tables are prepared and there exists a 

binary table for each property in the dataset. Horizontally partitioned tables are created based 

on subjects, in order to evaluate query performance for subject-specific queries. These 

horizontally partitioned tables are created for triple tables. Materialized views are applied on 

binary tables in order to gain better performance as materialized views store partial results 
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beforehand. A query set is then executed over all the data stores namely triple table, property 

tables, binary tables, horizontally partitioned tables, and materialized views over binary 

tables.  

Experiments are performed for all basic RDF data storage techniques in order to evaluate 

their query performance and scalability in terms of QET (Query Execution Time). FOAF [85] 

dataset is used to compare TT, PT, BT, HP, and MV. A query set is executed on all the data 

storage techniques described. Cold and hot runs are observed for the queries. A cold run is a 

run of the query right after a database is started and no data is preloaded into the system’s 

main memory, neither by the database nor in file system caches. Such a clean state can be 

achieved via a system reboot or by running an application that accesses sufficient data to 

flush file system caches, main memory, and CPU caches. On the other hand, a hot run is 

defined as repeated runs of the same query without stopping the database, ignoring the initial 

cold run [86]. Hot runs demonstrate a real-life scenario of data access and hence hot runs are 

considered as actual query runs. Hot runs are represented as query runs throughout the thesis. 

Query runs are averaged over three runs and are reported in terms of QET. 

3.3.1. Algorithms 

This section describes algorithms for basic RDF data storage techniques like TT, PT, BT, and 

HP. PT and HP algorithms are customized based on the dataset used for the experiment. All 

the given algorithms converge in either linear or polynomial time.  

TT is a flat representation of RDF triples in the relational model which has three columns 

subject, predicate, and object. It can be seen in the Triple Table algorithm that .n3 file is 

given as input and all triples are read line by line and stored in a database in a three column 

table. 

 Algorithm: TT  

Input: .n3 file  

Output: TT 

1. For all r in RDFTriples    
2.    TT ←  s,p,o   
3. End For  
4. Return TT  

Once a TT is formed, clusters are created for storing data in clustered property tables. Two 

property tables are broadly clustered for relationship details and personal details which are 
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customized for the data set used in the experiment. Rest of the data is stored as leftover 

triples.  

Algorithm: PT 

Input: TT  

Output: PT  

1. For all r in RDFTriples  
2. if p in r belongs to relationship  
3.    create property cluster pc1 
4. Else if p in r belongs to personal  
5.    create property cluster pc2 
6. Else 
7.    Consider as leftover triples 
8. End For 
9. For all r ϵ RDFTriples  
10.    For all pi in cluster ci 

11.       pci ←  s, p1,p2..pn  

12.    End For 

13. End For  

14. Return PT  

 

Algorithm: BT  

Input: TT  

Output: BT 

1. For all r in RDF Triples  
2.    create binary table for every unique property 
3. End For 
4. For all r in RDF Triples  
5.    For all p in RDF Triples  
6.       BTi ←  s,o   
7.    End For  
8. End For  
9. Return BT 

 

Algorithm: HP  

Input: TT 

Output: HP  

1. For all r in RDF Triples  
2.    For all n ϵ {0 to 9} ˅ {a-z} ˅ {A-Z}  
3.       HP ← n  
4.       n ←  s,p,o   
5.    End For  
6. End For  
7. Return HP 

 

Binary tables are created for every distinct property. All unique properties are identified for 

the dataset and a two column table is created for each property. Relevant data is then inserted 

into each binary table.  The dataset is horizontally partitioned based on subjects. A 

horizontally partitioned table is created which is a three column triple table, specifically 
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based on the first character of the subject which is customized for the dataset used in the 

experiment. 

Figure 3.1depicts execution flow for experimenting basic RDF data storage techniques. The 

data set is in RDF/XML which is converted to triples using a Jena parser [87] and stored in a 

relational database.  Basic RDF data stores like TT, PT, BT, and HP are created using 

algorithms described in section 3.3.1.  Dataset is scaled in terms of number of triples and 

query performance is reevaluated for all the basic RDF data stores. Query performance is 

measured in terms of QET. 

 

Figure 3.1 Execution Flow for Basic RDF Data Stores  

3.3.2. Dataset 

Basic RDF data storage techniques are experimented on a benchmark dataset, Friend Of A 

Friend (FOAF) [85] from the University of Maryland with 406540 triples and 380961 distinct 

triples. It has 234 unique properties and occupies 65 MB of disk space. Details of FOAF 

dataset are given in Table 3.1. 

Table 3.1 FOAF Dataset Specifications 

Specifications FOAF Dataset 
No of Triples 406540 
No of distinct Triples 380961 
No of unique properties 234 
Size on disk 65 MB 
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Data 
Scaling
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3.3.3. Query Set 

In general, there are four kinds of queries fired on RDF data, which includes: star queries, 

linear queries, administrative or range queries, and snowflake queries. Hence RDF queries 

are categorized into four different query types. Type 1 queries are linear queries which 

retrieve predetermined set of properties from the RDF dataset. Type 2 queries are star queries 

that involve selection of properties defined for a particular subject. Type 3 queries are 

administrative or range queries and Type 4 queries are snowflake queries that retrieve 

predetermined properties or subjects. Query set contains 15 queries for FOAF dataset and is 

classified into four different query types. QET is averaged over query types to gain correct 

insight into query performance for a specific query type. All the SQL queries for FOAF 

dataset are given in Appendix 1. 

3.3.4. Hardwares and Softwares 

A test bed is created to implement all RDF data storage techniques and execute queries for 

FOAF dataset. The dataset is in RDF/XML format which is converted to triples by using Jena 

parser [87]. Eclipse 3.5 and Java 1.8 are used to implement the parser and other algorithms of 

the experiment.  PostgreSQL is used as a database tool to store RDF data using various basic 

RDF data storage techniques. These tools are installed on a Linux based machine with hard 

disk storage space of 500 GB and 2 GB RAM. Figure 3.2 gives a glimpse of the test bed for 

all the experiments discussed in the thesis. Corresponding algorithms for the experiment are 

executed to generate RDF store. This RDF store is stored using a relational database. For 

Chapter 3 and Chapter 4 PostgreSQL and for Chapter 5 PostgreSQL-XL is used as a 

relational database.  

 

Figure 3.2 Testbed 
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3.4. Results and Discussions 

This section discusses analysis and comparison of query performance for various RDF data 

storage techniques in terms of QET. TT algorithm takes .n3 file as input and stores RDF data 

in a database in a three column table. TT consists of 406540 records as there are 406540 

triples. Once a TT is formed, clusters are created for storing FOAF data in clustered property 

tables. As FOAF data is a social network data, information like relationship and personal 

details appeared frequently in the dataset. Hence, two PTs are broadly clustered for 

relationship details and personal details.  Relationship details table consists of 9 properties 

and has 186572 records and personal details consist of 5 properties with 50264 records. Rest 

of the data is stored as leftover triples with 169704 records. Binary tables are created for 

every distinct property. FOAF dataset has 234 distinct properties and hence there are 234 

binary tables. FOAF dataset is horizontally partitioned based on subjects. It contains total 36 

tables, out of which 26 tables are for all alphabets (a-z) and 10 tables for all numeric from (0-

9). It denotes subject starting with a corresponding character.   

 

3.4.1. Query Execution for Basic RDF Data Stores 

Query sets are executed on TT, PT, BT, and HP on PostgreSQL. All the queries are executed 

and averaged over three query runs. QET is recorded in milliseconds and it is averaged over 

query types. Figure 3.3 depicts query execution for FOAF dataset for basic data storage 

techniques discussed. It can be clearly seen from Figure 3.3 that partitioning techniques 

outperform TT for all query types for this experiment.  

Query Type 1: Query Type 1 retrieves data for a fixed set of properties. It selects all records 

for which a set of properties are defined. BT, PT, and HP show 99%, 73% and 94% on an 

average improvement over TT respectively. Binary table is having far less number of records 

than a TT and hence join cost comes to minimum. For a sample query, BT contains one 

subject-subject join and one subject-object join within three tables whereas the same query in 

TT consists of 3 self-joins. Time taken by self-join increases due to scan operation for all 

records as TT is huge compared to BT. PT has five attributes based on the query, and it 

contains no joins but the scan operation for all the records costs higher than BT. In case of 
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HP, it is a union of 36 tables which makes the operation time consuming compared to BT 

using only three tables. 

Query Type 2: Query Type 2 queries data for a predetermined subject. It selects all records 

defined for a subject.  On an average, BT, PT, and HP perform 98%, 28% and 61% better 

compared to TT for this query type. For a sample query, BT contains no joins but a union of 

nine binary tables. These binary tables are much smaller in size compared to TT, and hence 

scanning cost is lesser for BT compared to TT.  In case of PT, there is only one table with 9 

attributes. However, it takes longer time as it has records for every subject. It also suffers 

from space overhead due to lots of nulls. HP uses a single table which has subjects starting 

with initial of the queried subject. HP takes longer execution time is due to 9 filters for 

queried properties. It is simpler to perform union operation of 9 small tables than to filter 9 

properties out of a horizontally partitioned triple table. 

 

Figure 3.3 Query Execution for Basic RDF Stores 

 

Query Type 3: Query Type 3 falls in the category of administrative queries which are 

generally range queries. It selects all records which satisfy the given range criterion. Query 

performance for BT, PT, and HP is seen to be 97%, 28%, and 81% better than TT. For a 

sample query, BT contains no joins and it queries records from a single binary table and 

hence takes lesser time compared to TT. The clustered property table contains 5 attributes 

and hence takes longer time in scanning the whole table. HP needs to scan a single 

horizontally partitioned triple table. However, size of HP is more than BT and hence it takes 

longer for scan operation. 

Type 1 Type 2 Type 3 Type 4 
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PT 2185 532 564 1767 
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Query Type 4: Query Type 4 asks for queries with a specific subject and specific properties. 

It selects records with predetermined subject and property. It is observed that on an average 

BT, PT, and HP perform 93%, 40% and 56% better compared to TT. For a sample query, BT 

contains one subject-object join and joins two binary tables. Whereas TT contains two self-

joins and hence takes longer QET than BT because of table size and cost of self-join. 

Clustered PT has no joins but has a larger table with 5 attributes which take longer to execute 

the same query compared to BT. 

As expected, partitioned data occupies less space compared to other RDF data storage 

techniques. FOAF data of initial size for TT occupied 65 MB, for PT it occupied 60 MB, for 

HP and BT it occupied 53 MB and 35 MB respectively.  

3.4.2. Query Execution for Materialized Views  

Queries like “suggest friend of a friend” are very common. In such inference queries, one 

first needs to find friends of the subject from the triple table, and then join this data with the 

triple table to get friend of a friend. In general, these queries are evaluated using subject-

object joins. The process can be accelerated by storing the result beforehand in the form of 

views and avoiding self-joins. One way to address this issue is using query modification 

technique [88]. However, query modification technique creates view on-the-fly and it can 

slow down query execution. An alternative to query modification is to pre-compute the view 

definition and store the result. When the query is posed on the view, the original query is 

executed directly on the pre-computed result. This approach, called View Materialization 

[19] is likely to be much faster than the query modification approach. The drawback is that 

one must maintain the consistency of the materialized view whenever the underlying tables 

are updated. However, it is necessary to deduce how much preprocessing one can afford and 

from when one can start getting the benefit of better query performance. This can be worked 

out using break-even analysis.  

QET for normal queries and queries using materialized views for a triple table and binary 

table are compared.  It is observed that QET for the triple table is 99% more than the 

materialized view based approach for the query “Suggest friend of a friend”. This happens 

because the number of triples to be scanned is decreased from 406538 to 66914, which is 

approximately 16% of actual data size and there is no subject-object join in the materialized 

view base scheme.  A break-even analysis is also carried out for this experiment. Two cases 
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have been considered for break-even analysis for triple table and binary table. They are 

explained for Query 3 and Query 6. 

3.4.2.1. Break-even analysis for triple table 

This section describes break-even analysis for triple table considering both cases where the 

base tables are updated frequently and are not updated frequently.  

Case 1: The base tables are not updated frequently.  

This means that the view creation time can be considered as the biggest cost.  For Query 3 

and Query 6 the following costs are observed as given in Table 3.2. The break-even point will 

be reached when NQ* QETTT = MC + NQ* QETMV. Here NQ is the no. of user queries to be 

executed to reach the break-even point after calculation, the value of NQ as 1.14 and 18.59 for 

Query 3 and query 6 respectively. 

Table 3.2 MV cost v/s Normal cost for TT (Base tables not updated frequently) 

Query Materialized view Costs Normal Costs 
Query 3 MV Creation Time  MC  = 3325ms 

Query Execution Time  QETMV  = 4 ms 
Query Execution Time for TT 
 QETTT  =  2929 ms 

Query 6 MV Creation Time MC  = 13591ms 
Query Execution Time QETMV  = 2.88 ms 

Query Execution Time for TT 
 QETTT  = 734 ms 

 

Case 2: The base tables are updated frequently. 

Here the system will take more time to reach the break-even point as the view refreshment 

will have to be done frequently and this is costly.  For Query 3 and Query 6 the following 

costs were observed as depicted in Table 3.3. The break-even point will be reached when NQ 

* QETTT = D*MR + NQ * QETMV. Here NQ is the no. of user queries to be executed to reach 

the break-even point. D is the no of insert/update/delete queries. After calculation, the ratio 

NQ:D is found to be 2.62, signifying that for 1 insert/delete/update query one needs at least 3 

user queries and for query 6 ratio NQ:D as 18.37 signifying that for 1 insert/delete/update 

query one needs at least 18.37 user queries. 

Table 3.3 MV cost v/s Normal cost for TT (Base tables updated frequently) 

Query Materialized view Costs Normal Costs 
Query 3 MV Refreshment Time  MR  = 7672 ms 

Query Execution Time  QETMV  = 4 ms 
Query Execution Time for TT  
 QETTT  = 2929 ms 

Query 6 MV Refreshment Time  MR  =13429 ms 
Query Execution Time  QETMV  = 2.88  ms 

Query Execution Time for TT  
 QETTT  = 734 ms 
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3.4.2.2. Break-even analysis for binary tables 

This section describes break-even analysis for triple table considering both cases where the 

base tables are updated frequently and are not updated frequently. 

Case 1: The base tables are not updated frequently.  

This means that the view creation time can be considered as the biggest cost.  For Query 3 

and Query 6, the following costs are observed as given in Table 3.4. The break-even point 

will be reached when NQ * QETTT = MC + NQ * QETMV. Here NQ is the no. of user queries to 

be executed to reach the break-even point after calculation, the value of NQ as 16.05 and 

181.09 for query 3 and query 6 respectively. 

Table 3.4 MV cost v/s Normal cost for BT (Base tables not updated frequently) 

Query Materialized view Costs Normal Costs 
Query 3 MV Creation Time  MC  = 3325 ms 

Query Execution Time  QETMV  = 8.76 ms 
Query Execution Time for BT  
 QETTT  = 216 ms 

Query 6 MV Creation Time  MC   =  297 ms 
Query Execution Time  QETMV  =  9.36 ms 

Query Execution Time for BT  
 QETTT  = 11 ms 

 

Case 2: The base tables are updated frequently.  

Here the system will take more time to reach the break-even point as the view refreshment 

will have to be done frequently and this is costly.  For Query 3 and Query 6, the following 

costs are observed as given in Table 3.5. The break-even point will be reached when NQ * 

QETTT = D*MR + NQ * QETMV. Here NQ is the no. of user queries to be executed to reach 

the break-even point. D is the no of insert/update/delete queries. After calculation, the ratio 

NQ:D is found to be 37.02, signifying that for 1 insert/delete/update query one needs at least 

38 user queries. For Query 6, the ratio NQ:D  is found to be 96.95, signifying that for 1 

insert/delete/update query one needs at least 97 user queries. 

Table 3.5 MV cost v/s Normal cost for BT (Base tables updated frequently) 

Query Materialised view Costs Normal Costs 
Query 3 MV Refreshment Time  MR   = 7672  ms 

Query Execution Time  QETMV    =  8.76 ms 
Query Execution Time for BT  
 QETTT  =    216 ms 

Query 6 MV Refreshment Time  MR   = 159  ms 
Query Execution Time  QETMV =  9.36 ms 

Query Execution Time for BT  
 QETTT  =    11 ms 

 

It can be inferred from the discussed cases that break-even analysis mainly depends on 

materialized view creation and refreshment times which in turn depend on the number of 
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records and the number of join operations that need to be performed. When the materialized 

view creation and/or refreshment time are very high then the materialized view based scheme 

is beneficial if there are frequent queries. When the materialized view creation and/or 

refreshment time are low then the materialized view based scheme is beneficial in any case. 

3.4.3. Query Execution for Scaled Data 

RDF data is proliferating and hence it is essential to ensure the query performance with 

increasing RDF data. Data scaling is performed to evaluate query performance for basic RDF 

data storage techniques. It is performed by increasing number of triples to 2 times, 4 times, 8 

times and 10 times of actual data size. Data is scaled maximum up till 10 times considering 

other hardware constraints.  The data size of resultant data stores is 813080, 1626160, 

3252320 and 4065400 triples. The data scaling experiment and analysis is performed for each 

data size on all basic RDF data stores. It is observed that partitioning techniques performed 

an order of magnitude better compared to all other data stores for scaled data.  

 

Figure 3.4  Query Execution and Scaling for Query 3 

 

Real-life queries on RDF data generally have more number of subject-object joins. Apart 

from QET, query performance is further analyzed for scaled data based on joins. For FOAF 

query set, query 1,2,3,4 and 11 contains one subject-object join, query 7, 12, and 15 contains 

two subject-object joins, and Query 14 contains three subject-object joins. Query 

performance is analyzed based on number of joins against scaled data. It is found that queries 

having one subject-object join, when fired on binary tables, shows 43 times average 

improvement over the triple table. Queries having two subject-object join shows 36 times 

FOAF4 FOAF8 FOAF16 FOAF32 FOAF40 
TT 2929 11578 44393 182045 283545 
PT 1767 3823 12051 180360 304482 
BT 216 664 1322 2464 4373 
HP 1287 3230 6177 12609 15645 
MV 9 83 211 750 2131 
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average improvement and query having three subject-object joins show 28 times performance 

improvement over the triple table. 

 

Figure 3.5  Query Execution and Scaling for Query 6 

 

It is seen that binary tables outperforms other data storage techniques and hence materialized 

view over partitioned data are implemented to gain even better performance. Materialized 

views are created for every query listed in the query set. Based on the kind of joins, queries 

and their performances with various data size on various data storage techniques are studied. 

Figure 3.4 plots a chart for the scaled data from 406540 triples to 4065400 triples. It shows 

the data for query 3 and 6 with its execution time in milliseconds. Query 3 has one subject-

object join, whereas Query 6 has no joins. It can be seen that binary tables give the best-case 

performance compared to all other storage techniques. The performance got enhanced after 

using materialized views for binary tables. Figure 3.5 show that horizontal partitioning gives 

a best-case performance for query 6. Since query 6 has no subject-object joins materialized 

views have not shown improvement in QET. It is clearly visible that BT and HP scale 

linearly which shows that even with increases of data, partitioning technique leads to better 

performance compared to other discussed storage techniques. 

3.5. Summary 

The chapter discusses basic RDF data storage techniques. An experiment is carried out where 

basic RDF data storage techniques are implemented on a benchmark RDF dataset. Query set 

is fired on the basic RDF data stores and the presented work evaluates query performance in 

terms of QET. The data is scaled in terms of number of triples and QET is reevaluated to 
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TT 1358 2537 4507 8814 10825 
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further study issues related to data scaling. It demonstrates that partitioning techniques have 

shown better performance over TT. There are cases when BT has outperformed TT especially 

when a single property is queried and on the other hand there are cases when PT has 

outperformed TT when set of properties queried together lay in the same property table.  Data 

scaling experiment also have shown that partitioning techniques scales linearly with 

increasing data and leads to better query performance compared to TT.  
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Chapter 4 

4. Hybrid Partitioning for RDF Data 

Basic data partitioning techniques and their experimental evaluations have been discussed in 

Chapter 3. It is observed that all the basic data partitioning techniques have their own 

advantages and disadvantages. The idea is to exploit best of different partitioning techniques 

and combine them together, in order to overcome their disadvantages. This leads to hybrid 

data partitioning techniques. This chapter proposes three different hybrid partitioning 

techniques for RDF data:  1) DAHP (Data-Aware Hybrid Partitioning), which combines 

binary tables with property tables  2) DASIVP (Data-Aware Structure Indexed Vertical 

Partitioning), which combines binary tables with structure indexing  3)WAHP (Workload-

Aware Hybrid Partitioning), it combines binary tables and property tables based on query 

frequencies. 

4.1. Data-Aware Approaches for Partitioning RDF Data 

RDF data can be stored and configured using two ways: Data-aware approach and Workload-

aware approach. Data-aware approach stores RDF data based on how the data is related to 

each other in the dataset. Workload-aware approach stores RDF data based on the data that is 

queried together. 

The data-aware approach helps in designing a customized schema, where a set of data that 

appears together in the dataset can be kept together. It helps in reducing number of joins and 

retrieve data efficiently. This sub-section presents two data-aware approaches: 1) Data-Aware 

Hybrid Partitioning 2) Data-Aware Structure Indexed Vertical Partitioning.  

4.1.1. Data-Aware Hybrid Partitioning (DAHP) 

DAHP combines property tables and binary tables. Property table helps in minimizing 

number of joins. However, it has few issues, such as storage of multi-valued attributes.  It 

also suffers from sparsity as it may contain a lot of nulls. Due to these problems, although 

property tables are able to minimize joins, join operation becomes complex. On the other 

hand, binary tables can execute join queries faster. However, it may suffer from the problem 

of increased number of joins when data is queried from multiple binary tables. Binary tables 
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can encourage faster query execution when a query contains a single property, and property 

table can possibly give better performance when queried properties are found in the same 

table. Considering these advantages and disadvantages of both the RDF data storage 

techniques this chapter proposes DAHP, a technique that partitions data using a combination 

of binary tables and property tables.  

The dataset is analyzed based on the properties that tend to appear together. The set of 

properties that have a tendency to be defined together for a subject in the dataset is stored as a 

separate group in form of a property table. Properties which are not a part of a group or they 

don’t occur with a set of properties are stored as binary tables. DAHP hence generate two 

kinds of tables: property tables and binary tables. The advantage of using DAHP over 

property tables is that it will contain property tables which will have fewer nulls, as set of 

properties which tend to be together are grouped in a single table. The advantage of using 

DAHP over binary tables is, it will consist of less number of binary tables means less number 

of joins and hence faster query execution can be achieved. 

4.1.2. Data-Aware Structure Indexed Vertical Partitioning (DASIVP)  

DASIVP combines structure index partitioning and binary tables. Structure Index Partitioning 

[38] is a data partitioning technique that partitions RDF triples based on the characteristics of 

data. A data graph of the dataset is primed where subjects and objects are nodes and 

properties are edges between them. The purpose behind creating the data graph is to 

recognize different structures based on incoming and outgoing edges. Data nodes having 

same incoming and outgoing edges in terms of property values are associated with the same 

index known as structure index. Data having the same index are positioned together in one 

table and are accessed via its index. When a query is executed, the query structure is matched 

with structure index graph and the output is generated.  

In structure index partitioning, the data is analyzed considering properties associated with it. 

Subjects which are associated with same properties are kept together and triples related to 

those subjects are grouped together, which is considered as a structure. It uses a Lookup 

Table to keep the record of different structures. Lookup Table holds property list and index to 

structures. Individual access to particular intended structure facilitates in saving a lot of time 

spent on scanning and joining unrelated data while executing queries on basic RDF stores.  
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The advantage of using structure index partitioning over binary tables is that it includes 

relevant data that can cover entire query structure, whereas a binary table contains data for a 

single property that can cover up only one query. However, structure index partitioning 

suffers from the problem of redundant self-joins like TT because structure index partitioning 

is also in the form of RDF triples. Further, if query structure matches with more than one 

structure indexes, join overhead will be augmented.  

Considering the pros and cons of these partitioning techniques, it will be useful to put them 

together in a suitable way so as to improve QET. The chapter introduces integration of binary 

tables and structure index partitioning. Although structure index partitioning requires 

redundant self-joins, it can be compensated by binary tables. Moreover, binary tables may be 

inefficient for queries targeted towards related data, as it may contain some data that is not 

relevant to the query and this problem can be addressed by using structure index partitioning. 

This integration is called DASIVP, where structure index partitioning is followed by binary 

table.  

Algorithms, data structures, and execution flows for both the data-aware approaches are 

discussed in section 4.3.1. 

4.2. Workload-Aware Approach for Partitioning RDF Data 

 A workload-aware approach, as the name implies configures data based on query workload. 

Data which is queried together is kept together in order to retrieve it efficiently. Several 

applications where queries are known in advance can use workload-aware approach to 

configure and partition RDF data stores. This section describes one such workload-aware 

technique: Workload-Aware Hybrid Partitioning. 

4.2.1. Workload-Aware Hybrid Partitioning (WAHP)  

WAHP is a workload-aware approach for RDF data partitioning. This approach is useful in 

applications where queries are known well in advance. Based on query knowledge and its 

frequencies, data can be partitioned such that faster query execution can be achieved. Like 

DAHP, WAHP also combines binary tables and property tables. However, the approach is 

different. WAHP follows a workload-aware approach in contrast to DAHP which follows a 

data-aware approach. 
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WAHP in advance requires query information like actual data queries and their frequencies. 

Based on the query frequency, a set of properties that are queried together are clustered in a 

table. Frequently queried properties that satisfy null and support thresholds are kept together 

and clustered as a property table and other frequently queried properties that do not satisfy 

these thresholds culminate in binary tables. The actual query workload for these properties is 

then mapped to the table and the table is populated with relevant workload data. Likewise, 

many such property tables and binary tables are generated based on query workload and that 

result in workload-aware clusters. Algorithms, data structures, and execution flow for WAHP 

is discussed in section 4.3.1. 

4.3. Experiments 

The experiments section discusses experimental details like data structures, algorithms, 

dataset, query set and implementation details for all the hybrid RDF data partitioning 

techniques. 

4.3.1. Data Structures and Algorithms 

This sub-section explains relevant data structures and algorithms for all the three hybrid RDF 

data partitioning techniques namely DAHP, DASIVP, and WAHP. 

4.3.1.1. DAHP Data Structures and Algorithms 

DAHP is implemented using two data structures:  Property Use Listing and Subject Property 

Bin. Property Use Listing is prepared by finding the number of subjects associated with that 

property which reflects the occurring frequency of the property in the RDF dataset. Subject 

Property Bin contains set of properties associated with a particular subject. It is sorted in 

descending order of number of properties associated with a subject, giving highest number of 

associated properties first. Figure 4.1 depicts DAHP data structures.   

Apart from these two data structures, occurrence of similar property list is calculated, which 

gives a metric called support threshold. Support threshold helps to reduce number of joins. 

Another metric used is a null threshold which indicates permitted number of nulls. Null 

threshold helps in restricting null storage. Another metric called Multi-valued Property 

Threshold (MPT)   is also used which checks the number of multi-valued properties in the 
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dataset. DAHP algorithm utilizes Subject Property Bin, Property Use Listing, and null and 

support threshold. DAHP returns a set of binary tables and property tables using Apriori 

Algorithm [89]. All data structures require O (n) scans. DAHP algorithm needs O (n) + O (p2 

* s) operations where n is the number of records in the dataset, p is the number of properties 

and s denotes candidates in Subject Property Bin. 

 

Figure 4.1 Data Structures for DAHP 

 

Algorithm: DAHP 

Input:  Null Threshold, Support Threshold, Subject Property Bin, Property 

Use Listing, Triple Table  

Output: Property Tables, Binary Tables 

1. //merge sort 
2. Sort descending Property Use Listing on property-use  
3.    For all properties pi in Property Use Listing  
4.       If pi<support Threshold   
5.         BT  ← pi  
6.       Else 
7.          Cp ← Consider pi for generating property tables  
8.    End for 
9. //Find PT and BT using Apriori Algorithm 
10. spc  ← Subject Property Bin 

11. // Cartesian product  

12. for all pi in Subject Property Bin 

13.    Cp+1 = candidate generated from Subject Property Bin 

14.    For all occurrences in Subject Property Bin 

15.       Increment the count of all candidates in cp+1 that are 

contained in Subject Property Bin 

16.    End for 

17.    spc ← candidates in cp+1 with support threshold and null threshold 

18.    PT ← spc 

19. End For 

20. Return Property Tables, Binary Tables  

 

Subject Property List

S1 P1, P2, P3, P4

S2 P1, P2, P5

S3 P1, P2

S4 P1,P3

S5 P1,P4

Property Use

P1 5

P2 3

P3 2

P4 2

p5 1

(b) Property Use Listing(a) Subject Property Bin
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Figure 4.2 depicts DAHP execution flow. It takes benchmark dataset as input and generates 

binary tables and property tables. DAHP considers null and support threshold defined for 

underlying properties to generate binary and property tables.  

 

Figure 4.2 Execution Flow for DAHP 

 

4.3.1.2. DASIVP Data Structures and Algorithms 

DASIVP uses three data structures:  (i) Subject Property Bin (ii) Structure Index Table and 

(iii) Lookup Table. They are depicted in Figure 4.3. Subject Property Bin is a list of subject 

with their associated corresponding properties in the dataset. This is same data structure as 

used in DAHP. Structure Index Table contains set of associated subjects and their 

corresponding index. A Lookup Table is also created where similar structures are given an 

index name. 

 

Figure 4.3 Data Structures for DASIVP 

Algorithm: DASIVP1 

Input: RDF Triples  

Output: Subject Property Bin  

1. For all s in RDF Triples  
2.    SPB ← p ˅ o   
3. End For 
4. Return Subject Property Bin 
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Index Property List 
Structure

Index1 P1, P2, P3, P4

Index2 P1, P2,P3

Index n P1,P3

Associated
Subjects

Corresponding 
Structure Index

S1,S2 Index 1

S3 Index 2

S4,S5 Index 3

(b) Structure Index Table

Subject Property List

S1 P1, P2, P3, P4

S2 P1, P2, P3, P4

S3 P1, P2,P3

S4 P1,P3

S5 P1,P3
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Algorithm: DASIVP2  

Input: RDF Triples, Subject Property Bin  

Output: Structure Index Table 

1. For all p in Subject Property Bin  
2.    Lookup Table ← {Property list, location index}  
3.       For all  s in Subject Property Bin  
4.          SIT ← Identified Triple at location index  
5.       End For 
6. End For 
7. Return Structure Index Table  

 

Algorithm: DASIVP3   

Input: Structure Index Table 

Output: Structure Index Vertical Partitioned Data 

1. For all Structure Index Table 
2.    For all t in triples 
3.       Fetch property p 
4.       If   BT for p exists  
5.         BT ←  (s,o)  
6.       Else 
7.         Create BT  

8.         BT ←  (s,o)  
9.    End For;  
10. End For;  

11. Return Structure Indexed Vertical Partitioned Data 

 

Three algorithms are developed for DASIVP namely DASIVP1, DASIVP2, and DASIVP3. 

DASIVP1 prepares data graph as Subject Property Bin. DASIVP2 prepares index graph as 

Lookup Table, and DASIVP3 matches query structure with partitioned structure. The main 

reason behind preparing data graph is to identify properties associated with each subject 

based on its appearance in triples.  Subject Property Bin gathers all properties associated with 

each subject and stores in the table. Two different indexes are created for subject and object 

column in TT so that searching time can be reduced. Moreover, the properties are sorted to 

make matching of properties easier. Each distinct property list value in Subject Property Bin 

is a different structure. For each value, subject entries are found. Corresponding triples are 

moved to the identified structure location from triple table. For each structure, property list 

value and reference index are recorded in Lookup Table. DASIVP2 prepares Lookup Table 

and partitions data using Structure index partitioning. Every structure indexed partitioned 

triples are converted into binary tables for each property. For every triple, (s,o) value is 

inserted into associated property table. Algorithm DASIVP3 results into DASIVP binary 

tables for each structure. All data structures and algorithms converge in linear time. Figure 
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4.4 depicts DASIVP execution flow. DASIVP takes benchmark dataset as input and creates 

binary tables from structure indexed partitioned tables. 

 

 

Figure 4.4 Execution Flow for DASIVP 

 

4.3.1.3. WAHP Data Structures and Algorithms 

WAHP uses four data structures to identify workload-aware clusters.  (i) Query Property 

Basket, which contains a list of queries with its associated queried properties.  (ii) Query 

Frequency List holds total frequency count.  (iii) Query Frequency Property Basket stores 

query frequency and their corresponding properties (iv) Property Frequency List is primed 

using Query Property Basket and Property Frequency List.  It includes frequency count of 

each property. WAHP algorithm makes use of a frequency threshold, which is a count for a 

property to be a contender of the hot schema. Figure 4.5 depicts WAHP data structures. 

 

Figure 4.5 Data Structures for WAHP 
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Algorithm: WAHP  

Input:  Null Threshold, Support Threshold, Property Frequency List, 

Query Property Basket, Triple Table  

Output: Property Tables, Binary Tables 

1. //merge sort 
2. Sort descending Property Frequency List on property-frequency  
3. //merge sort 
4. Sort descending Query Property Basket on property count  
5. For all properties pi in Property Frequency List  
6.    If pi<support Threshold   
7.       BT  ← pi  
8.    Else 
9.       Cp ← Consider pi for generating property tables  
10. End for 

11. //Find PT and BT using Apriori Algorithm  

12. QPc  ← Query Property Basket 

13. // Cartesian product  

14. For all pi in Query Property Basket 

15.    Cp+1 = candidate generated from Query Property Basket 

16.    For all occurrences in Query Property Basket 

17.       Increment the count of all candidates in cp+1 that are 

contained in Query Property Basket 

18.    End for 

19.    QPc ← candidates in cp+1 with support threshold and null 

threshold 

20.    PT ← QPc 

21. End for 

22. Return Property Tables, Binary Tables  

 

All data structures require O (n) scans and WAHP algorithm needs O (n) + O (p2 * q) 

operations where n is the number of records in the dataset, p is the number of properties and q 

denotes candidates in Query Property Basket.  

WAHP uses queries and their frequencies to identify the actual workload. WAHP algorithm 

further uses a hybrid approach of partitioning as mentioned for DAHP. The only difference 

between DAHP and WAHP is DAHP focuses on how the data is defined together in the 

dataset and WAHP focuses on how the data is queried together. WAHP algorithm identifies 

hot schema which is a combination of property tables and binary tables. Hot schemas are 

populated with actual query workload. This results in workload-aware clusters. Figure 4.6 

depicts WAHP execution flow. Benchmark dataset, query set and query frequencies are 

considered to generate hot schema. This hot schema is set of binary tables and property tables 

based on query workload. 
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Figure 4.6 Execution Flow for WAHP 

 

4.3.2. Metrics for RDF Data Stores 

A set of metrics is devised to evaluate performance and suitability of each RDF data 

partitioning technique. These metrics can help to consider the suitability of a RDF store for a 

dataset. The following four metrics are devised in order to consider the appropriateness of a 

RDF data store.  

4.3.2.1. Structuredness Ratio (SR)  

Structuredness is categorized as well-structured and semi-structured. Well-structured datasets 

are denser in structure and have higher number of properties defined per subject. Semi-

structured dataset is less dense comparatively and has a lower number of properties defined 

per subject.  Structuredness ratio of the dataset measures usefulness of a particular kind of 

RDF data store. The more the data is structured and more there are subjects per structure, 

DASIVP may be the best suitable RDF store for such data compared to other mentioned RDF 

stores. Structuredness of the dataset can be derived using the following equation: 

SR =  NT/NUP 

Where NT is the number of triples in dataset and NUP is the number of unique properties in 

the dataset. Datasets with higher structured ratio signify well-structured dataset and datasets 

with a lower value of structuredness ratio means they are semi-structured datasets. 
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4.3.2.2. One Property Retrieval (OPR)  

One Property Retrieval implies a query retrieves only one property. It means only a single 

property needs to be fetched. In such situation, binary table gives the best performance.  

Therefore queries using binary tables excel in performance and execution time compared to 

other RDF data stores. 

4.3.2.3. Multi-Valued Property Threshold (MPT)  

Metric MPT finds the multi-valued property threshold which gives the percentage of multi-

valued properties. MPT needs to be met in order to qualify to be a part of property table. MPT 

can help in controlling redundancy. It is given using following equation: 

MPT= NMP / NP 

Where NMP is number of multi-valued properties and NP indicates total number of properties 

in the dataset.  

4.3.2.4. Break-even Analysis (BEA)  

Break-even analysis is carried out for discussed RDF data stores, in order to know from when 

one can start getting the benefit of a particular RDF data storage technique. In general 

following equation is defined to calculate a break-even point, where NQ is the total number of 

queries. RD1 and RD2 define a comparison between different data stores and TET is Total 

Execution Time, which is a summation of the execution time of all phases for RD1. 

NQ * RD2 > NQ * RD1 + TET 

4.3.3. Dataset 

All the hybrid RDF data partitioning technique is implemented on a benchmark dataset 

SWetoDBLP [90] for our experiment. SWetoDBLP- Semantic Web Technology Ontology 

Digital Bibliography Library Project is a large size ontology focused on the bibliography of 

computer science publications. The primary data source of SWetoDBLP is DBLP [91]. It also 

includes additional relationships from other data sources such as FOAF and Dublin Core 

[92]. Basic RDF data partitioning experiment uses FOAF dataset. However, SWetoDBLP 
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dataset is used for implementation of hybrid RDF data stores as it is a bigger and more 

structured dataset compared to FOAF. This structuredness of dataset can be measured using 

SR metric as discussed in section 4.3.2.  Details of datasets including number of triples, 

number of distinct triples, number of unique properties and data size is provided in Table 4.1 

Table 4.1 SWetoDBLP Dataset Specifications 

Specifications SWetoDBLP dataset 
No of Triples 14932830 
No of distinct Triples 14932603 
No of unique properties 29 
Size on disk 2.16 G.B 

 

4.3.4. Query set 

RDF queries are categorized into four different query types. Type 1 retrieve predetermined 

set of properties from the RDF dataset. Type 2 queries involve selection of properties defined 

for a particular subject. Type 3 queries are range queries and Type 4 includes queries that 

retrieve predetermined properties or subjects. QET is averaged over query types to gain 

correct insight into query performance for a specific query type. All SQL queries for the 

SWetoDBLP dataset are listed in Appendix 2. 

4.3.5. Hardwares and Softwares 

A test bed is created to implement all RDF data storage techniques and execute queries for 

the SWetoDBLP dataset. It is same as the one depicted in Figure 3.2. The dataset is in 

RDF/XML format which is converted to triples by using Jena parser [87]. Eclipse 3.5 and 

Java 1.8 are used to implement the parser and other algorithms of the experiment.  

PostgreSQL is used as a database tool to store RDF data using various basic RDF data 

storage techniques. These tools are installed on a Linux based machine with hard disk storage 

space of 500 GB and 2 GB RAM. 

4.4. Results and Discussions 

This section discusses results for data-aware and workload-aware hybrid approaches. 

DASIVP is a data-aware approach which is a combination of structure indexing and binary 

tables. DAHP and WAHP are hybrid of property tables and binary tables, however, DAHP is 
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data-aware and WAHP is a workload-aware approach. Both the data-aware approaches are 

compared with BT as it is known that BT outperformed other basic RDF data stores. The 

query set is executed on various data storage techniques and averaged over three query runs. 

QET is recorded in milliseconds and it is averaged over query types. All implementation 

details of both data-aware approaches and workload-aware approaches along with their query 

results are discussed here.  

4.4.1. Query Execution for DAHP 

DAHP is implemented for SWetoDBLP. DAHP technique gives 6 property tables and 11 

binary tables which are formulated using Property Use Listing and Subject Property Bin. 

Subject Property Bin is sorted in descending order of number of properties associated with a 

subject, giving highest number of associated properties first. Occurrence of similar property 

list is calculated which helps to find support threshold. One by one all bins is scanned and 

checked for its support threshold. If it satisfies the threshold they are checked for the null 

threshold. Null storage is restricted below the provided null threshold. Satisfying the null 

threshold criterion they are considered as a final set of property tables. Next, Property Use 

Listing is pruned and if property exists in any of the bin then it is dropped else it is stored in 

as a binary table. All property tables are then populated with RDF data.  

BT is also implemented for a SWetoDBLP dataset to compare BT with DAHP.  As the 

dataset has 29 unique properties, BT contains 29 binary tables. Every binary table contains a 

list of subjects and associated objects in their respective table.  All types of queries are fired 

on the database of 29 tables and QET is recorded. Figure 4.7 depicts a comparison between 

BT and DAHP. 

Query Type 1: It retrieves a set of predetermined properties. As each and every subject needs 

to be checked against given properties it becomes an expensive operation. The properties 

asked in the queries are related with other because most of the times related data are retrieved 

together. Query 1 in this type retrieves 5 properties and hence BT uses 5 tables to get the 

query result. For DAHP all these properties are found in the same property table. Even after 

handling the overhead of null values, DAHP is still able to perform 13% better than BT. 

Query Type 2: It asks for a specific subject. Properties are clustered based on relatedness of 

the properties and when it comes to subject-specific queries, it is not necessary to get all the 
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subjects in the same property table. For query type 2, 50% of improvement over BT is 

observed as accidentally subjects were lying in the same property table. In other cases, it is 

possible that BT can perform better when subjects lay in different property tables and there 

are many property tables.  

 
 

Query Type 3: These are administrative queries where a range is queried from a table. 

Generally, such types of queries have related properties and are found in the same property 

table. In a sample query, it retrieves 3 properties which are laying in the same property table 

gives an improvement of 57% compared to BT.  

Query Type 4: These queries retrieve specific properties and specific subject. They are 

generally constraint-based queries. Such queries perform better for DAHP because filtration 

can be carried out easily on a single property table compared to filtering from many tables in 

BT. In the experiment, DAHP is performing 34% better than BT.  

DAHP shows an average improvement of nearly 40% for all query types over BT. The 

average break-even point is 5 when compared to BT. However, queries which support OPR 

shows that BT performs better compared to DAHP.  

4.4.2. Query Execution for DASIVP 

DASVIP is implemented for the SWetoDBLP dataset and it is compared with BT. Further, 

both the data-aware approaches DASIVP and DAHP are also compared with each other in 

terms of their QET and break-even point. The query set is fired on the SWetoDBLP dataset 

for its BT, DASIVP and DAHP implementation. BT contains 29 binary tables as 

Type 1 Type 2 Type 3 Type 4 
DAHP 360 70 19 660 
BT 413 140 44 993 
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Figure 4.7 Query Execution for DAHP and BT 
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SWetoDBLP dataset consists of 29 properties.  Using Structure Index Partitioning, DASIVP 

consists of 39 structures, which are further followed by binary tables resulting in total 166 

binary tables. DAHP implementation is same as discussed in section 4.4.1.  Figure 4.8 shows 

a comparison between DASIVP and BT for each query type. 

Query Type 1: This kind of queries retrieve records with few predetermined properties. For a 

sample query for query type 1, BT executes in 537 ms and DASIVP executes the same query 

in 307ms using 9 target structures. However, there is a preprocessing onetime cost that 

includes lookup cost and merges cost. Lookup time is 40ms and merge time is 3018ms. The 

average break-even point is found to be 49 for this query type. Query type 1 has shown an 

average of 10% of improvement over BT. 

 

Figure 4.8 Query Execution for DASIVP and BT  

 

Query Type 2: Type 2 asks for records specific to a subject and can retrieve all properties. 

For a sample query of query type 2, BT takes an execution time of 1647ms and DASIVP for 

the same query takes 954 ms and uses 27 target structures. However, there is a preprocessing 

onetime cost that includes lookup cost and merges cost. Lookup time is 39ms and merge time 

is 6667ms. The average break-even point is found to be 71 for this query type.   On an 

average, query type 2 has shown 49 % of improvement over BT. 

Query Type 3: Query Type 3 retrieves queries specified for a typical range. They are 

generally administrative queries. For a sample query of query type 3, BT executes the query 

in 3151 ms and DASIVP in 1957 ms and makes use of 8 target structures. However, there is a 

preprocessing onetime cost that includes lookup cost and merges cost. Lookup time is 20ms 

Type 1 Type 2 Type 3 Type 4 
DASIVP 370 72 25 635 
BT 413 140 44 993 

0 

200 

400 

600 

800 

1000 

1200 

Ex
ec

ut
io

n 
Ti

m
e 

in
 m

s 



Hybrid Partitioning for RDF Data 

51 

 

and merge time is 58867 ms. The average break-even point is found to be 173 for this query 

type.  Query type 3 has shown 43% of average improvement over BT. 

Query Type 4: These queries retrieve records for a specific subject and specific properties. 

For a sample query of query type 4, BT executes the same query in 1317 ms and DASIVP 

executes in 598 ms and uses 12 target structures. However, there is a preprocessing onetime 

cost that includes lookup cost and merges cost. Lookup time is 10ms and merge time is 

2932ms. The average break-even point is found to be 46 for this query type.  Query type 4, 

on an average, shows 36% of improvement over BT.  

When averaging over query types, DASIVP results in 35% better performance compared to 

BT. However, it is also observed that queries that satisfy OPR metric, are more suitable for 

BT than DASIVP as DASIVP requires extra lookup and merge time, unlike BT. The reason 

for the overall better performance of DASIVP is, the merged binary tables for DASIVP are 

either same or less dense compared to binary tables. On top of that, DASIVP covers only 

related data, whereas BT covers all data in the table which is the main advantage of using 

DASIVP over BT.  

Break-even point is also calculated as break-even point specifies the minimum number of 

queries from when DASIVP can become beneficial. For example, to cover up the extra time 

lookup time and merge time in DASIVP, A sample query needs to be submitted at least 124 

times. The average break-even point frequency for all the queries is 97. 

Figure 4.9 depicts a comparison between both hybrid techniques. It can be seen that DASIVP 

and DAHP perform nearly equivalent when compared to BT. However, BT may perform 

better for the queries that satisfy OPR metric. Figure 4.10 depicts break-even point 

comparison between DASIVP and DAHP. It can be seen that break-even point for DASIVP 

is almost 95% more than DAHP. Even though DAHP and DASIVP perform almost 

equivalently, due to the huge difference in break-even point, the philosophy of DAHP is used 

for workload-aware approach.  Detailed evaluation for all the discussed RDF data stores is 

given in section 4.5. 
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Figure 4.9 Query Execution time for DAHP and DASIVP 

 

 

Figure 4.10 Break-even point for DASIVP and DAHP 

 

4.4.3. Query Execution for WAHP 

WAHP is a workload-aware hybrid partitioning technique which generates a set of binary 

tables and property tables based on query workload. WAHP is a combination of BT and PT. 

Workload-aware clusters are constructed using WAHP algorithm which uses hot schemas 

and relevant workload. Query performance is analyzed for workload-aware clusters. Queries 

are classified as all queries, frequent queries, and most frequent queries where all queries 

mean all the queries designed for the dataset, frequent queries are top 50% of all queries 

based on query frequency and most frequent queries are top 10% of frequent queries based on 

query frequency. 
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In case of all queries, the average QET is estimated to be 7 seconds for original data and 6 

seconds is estimated for workload-aware clusters. All the queries running on workload-aware 

clusters provide an average percentage time gain of 22%.  

The average QET for frequent queries when running on original data is observed to be 10 

seconds and 9 seconds on workload-aware clusters. Frequent queries when running on 

workload-aware clusters provide a time gain of 19%.  

For most frequent queries, the average QET for original data is 19 seconds and for workload-

aware clusters, it is estimated to be 14 seconds. Time gain of 5 seconds is observed when 

queries were executed on workload-aware clusters. It is seen that workload-aware clusters 

can answer 73% of the amount of most frequent query workload by using just 9% of the 

actual data.  

 

Figure 4.11 Workload Answered by Clusters 

It is observed that there is an improvement in QET for queries when they are executed on 

workload-aware clusters as compared to original data. Query 9 provides 98% time gain when 

submitted to workload-aware clusters. Query 10 shows 70% of time gain. Likewise, Query 2 

and Query 5 shows a gain of 49% and 50% respectively. Query10 gives the best performance 

using workload-aware clusters with a time gain of 96.8%. On an average 37% of time gain is 

observed for query runs for all queries. The total time saved by most frequent queries when 

submitted to workload-aware clusters is observed to be 16 minutes i.e. on an average 1.7 

minutes per query. Figure 4.11 depicts statistics for workload answered by workload-aware 

clusters in comparison to total workload. Workload is summation of query frequencies. Total 

workload for all the queries means summation of query frequencies of all the queries. Total 

workload for frequent queries means summation of query frequencies of all the frequent 
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queries. Total workload for most frequent queries means summation of query frequencies of 

all the most frequent queries.  Likewise, Workload answered by workload aware clusters 

means summation of those query frequencies which are answered by workload aware 

clusters. 

4.5. Comparing RDF Data Stores 

Various RDF data storage techniques and their query performances are evaluated using the 

set of metrics discussed in section 4.3.2.      

Query Type 1: It retrieves records for specific properties. In this case, if query retrieves a 

single property then BT will be the best suitable technique as it is evident in OPR metric. If a 

query asks for multiple properties, it is necessary to see if there is a tendency of this group of 

properties to occur together in a table. If the properties tend to occur together then PT will 

give best case performance provided table is not wide and contains number of nulls below the 

threshold value. In other cases, hybrid approaches will perform better. DAHP will perform 

best when there are fewer unions between PT and BT. DASIVP may perform best as there 

are index graph and query graph already prepared for the specific query. However, there can 

be overhead of lookup and merge cost based on the query. Based on break-even analysis, on 

an average break-even frequency for DASIVP turns out to be 98 and for DAHP break-even 

frequency is 4.  

Query Type 2:  These types of queries ask for information of a specific subject. If it’s 

specific to a subject and specific to a single property then BT will be best as there will be 

only one record from the BT provided it is not a multi-valued property. Even if, it is a multi-

valued property, it is easier and faster to retrieve such query from BT as it scans only a single 

table out of the huge database. These details are clear from OPR metric for such query types. 

If a query needs multiple properties for a specific subject and BT is used to store data, there 

will be a large number of unions based on the number of tables accessed which may affect 

query performance. When PT is used to store data for such queries, PT may contain a huge 

number of nulls resulting in a sparse matrix. There can be a lot of overhead handling nulls 

and complex joins. It should also be noted that if data is well structured there will be fewer 

nulls which can be derived from SR metric. Hybrid approaches help in eliminating the 

problem of nulls and complex joins. In case of DAHP, properties are clustered based on 

relatedness of the properties and when it comes to subject-specific queries, it is not necessary 
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that all the subjects belong to the same cluster. However, problem of nulls is almost 

eliminated due to the null threshold used in DAHP and hence a less sparse matrix is seen. 

Also, there are less BT tables used in DAHP which means fewer unions. Break-even point for 

using DAHP data storage technique is 6 and for DASIVP it is 97. 

 Query Type 3:  Range queries fall in this category. These queries are administrative in 

nature. It can ask for a range of subjects or properties. Generally, a range of properties is 

queried more compared to a range of subjects. If such query asks for a range of a particular 

property, BT can be used to gain query performance as evident from OPR metric. If the query 

asks for a range of a subject,  it will be hard to perform the union of all tables in BT. For 

property table, if PT is not wide it can perform well based on structuredness of data which 

can be achieved using SR metric. Structured data will have fewer nulls in PT. If a range of 

subject is asked, then in case of PT, union of several PT will be needed. However, performing 

union operation in DAHP is preferred than performing unions in PT. Hybrid approaches work 

well for such kind of queries. If it is a range of properties which is queried, DAHP gains 

better performance than PT due to less number of nulls as related properties are tied together 

in DAHP. And if it is a range of subjects which is queried, then it will result into fewer 

unions compared to PT.  Break-even point of 4 is achieved for DAHP. In case of DASIVP, a 

respective query graph and an index graph is going to be there which may help to achieve 

best query performance. However, in DASIVP, there is an overhead of lookup and merge 

time. Break-even point for DASIVP is 95.  

Query Type 4: Such queries ask for data for specific properties or specific subjects. They are 

a combination of type 1 and type 2 queries. If such queries ask for a specific property for a 

specific subject or a specific subject for a specific property, BT is going to give best case 

performance which is obvious from OPR metric. Discussions for type 1 and type 2 queries 

are applicable to all other cases and hence are not repeated here.  

4.6. Summary 

This chapter proposes and demonstrates data-aware and workload-aware hybrid approaches 

to store RDF data. It discusses the methodology, data structures, algorithms, execution flow 

and all the experimental details. The chapter also proposes a set of metrics to measure the 

suitability of a RDF store for a particular kind of dataset. Based on the metrics, it compares 

all the RDF data stores, which include basic RDF data stores and hybrid RDF data stores. 
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Chapter 5 

 
5. DWAHP: Workload-Aware Hybrid Partitioning and Distribution 

for RDF Data 

 

A lot of work has been carried out to efficiently manage RDF data on a single machine. 

However, RDF data has increased to a point where managing RDF data on a single node is 

not adequate. Efforts are being made to achieve high-performance data management, by 

distributing data on multiple nodes, so that the data can be processed in parallel and can 

eventually speed up query processing. In this scenario, message passing across nodes is of 

vital importance for a query to execute. It is obvious that increased number of inter-node 

communication will become a performance bottleneck. So it is necessary to partition and 

distribute data such that message passing can be diminished for faster query execution.  

This chapter presents a solution for faster query execution for RDF queries, in a distributed 

environment. The chapter proposes DWAHP, a hybrid partitioning approach to distribute 

RDF data based on query workload. The proposed approach has two phases: Phase 1 is 

Hybrid Partitioning, which partitions data considering actual query workload and generates 

workload-aware clusters consisting of binary tables and property tables. Property tables 

contain properties that frequently tend to get queried together above some support threshold 

and binary tables are prepared for the properties that have lower support threshold taking into 

consideration the query frequencies. Phase 2 is a Distribution Scheme, which distributes RDF 

data using an n-hop Property Reachability Matrix. This matrix helps in proper placements of 

the clusters on respective nodes as it is acquainted with the underlying relationship between 

properties in the dataset.  DWAHP offers two-fold advantages. First, Hybrid Partitioning 

phase keeps the data which is queried together as a partition and hence reduces number of 

joins at the time of query processing. Second, Distribution Scheme phase uses an n-hop 

Property Reachability Matrix to distribute data, which helps in diminishing message passing 

across nodes such that maximum number of queries can be answered with minimum number 

of message passing. 
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5.1. DWAHP 

DWAHP is a workload-aware approach for hybrid partitioning of data in a distributed 

environment. DWAHP consist of two phases: Phase 1 is Hybrid Partitioning which generates 

clusters based on query workload. These workload-aware clusters contain property tables and 

binary tables. Phase 2 is a Distribution Scheme which distributes data by positioning 

workload-aware related clusters on the same node such that, the data that is queried together 

is generally found to be stored on the same node. The workload-aware related cluster is found 

using Property Reachability Matrix. It is a fact that real life queries involve many joins. To 

answer a query with joins, one needs to know how these properties are related to each other. 

Hence the presented work not only studies query workload to find which properties are 

queried together but also look into the actual structural relationship between properties in the 

dataset. 

5.1.1. Phase 1: Hybrid Partitioning 

DWAHP Phase 1 considers queries and query workload in order to achieve suitable 

partitioning method. It generates workload-aware clusters which contain a set of binary tables 

and property tables. Workload-aware clusters are generated for the properties that are queried 

together. Query workload helps us derive property frequencies and their occurrences with 

other properties. Apriori algorithm [89] is used to determine all possible occurrences of 

frequent properties, as it uses join and prune property for execution and generate all possible 

candidates of frequent property sets. These all possible frequent property sets are found based 

on null and support threshold. Null threshold indicates the acceptable percentage of null 

values for a property table and support threshold specifies the acceptable percentage of 

occurrence of properties together in a query set. It results in a set of binary tables and 

property tables based on the query workload. Properties that are queried together and have 

acceptable null and support threshold becomes the candidate of a property table and 

properties that have lesser support threshold or higher null threshold becomes separate binary 

tables. This results in vertical partitioning of RDF data. This combination of property tables 

and binary tables helps in reducing the number of traversals in the RDF data and query the 

required properties faster. DWAHP Phase 1 is depicted in Figure 5.1. 
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Figure 5.1 DWAHP Phase 1: Hybrid Partitioning 

 

5.1.2. Phase 2: Distribution Scheme 

The more connected RDF data is the more it is difficult to partition and distribute this data. 

RDF data and queries have certain characteristics which can be exploited to partition the data 

and distribute it over several nodes. RDF data contains rdf:type predicate that generally exists 

in a large number, as it connects all types in the RDF data. This makes data partitioning little 

complex. The idea is to exploit this fact and to make a separate binary table of rdf:type and 

replicate it across multiple nodes. It has three fold advantages. 1) Had rdf:type been a part of 

property table, it may contain a lot of nulls and will ultimately result in space overhead. 

Making rdf:type a binary table, helps in minimizing space overhead. 2) Considering rdf:type 

as a part of property table will also result in a huge table with a lot of null storage space. This 

will eventually deteriorate performance for complex operations like joins and unions, because 

of additional time consumption in the scan and join operations between such huge tables. 

Preparing a separate binary table for rdf:type, will reduce complexity in join and union 

operations. 3) Mostly rdf:type joins other properties for the queries, so making it a separate 

binary table helps in the faster scan as it can be indexed and compressed.  

Distribution of these generated tables can be done in many ways. The easiest way is to 

distribute the same schema over all nodes. This type of design may result in more number of 

message passing between nodes to answer a query. Researchers have worked on this issue 

and have distributed data in various manners that can reduce message passing [45][57][20]. 
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DWAHP focuses on distributing data such that related clusters are allotted to the same node 

so that messaging passing can be decreased. DWAHP Distribution Scheme is represented in 

Figure 5.2. Most of the real-life queries involve multiple joins, especially subject-subject and 

subject-object joins which are common in RDF queries. n-hop Property Reachability Matrix 

is prepared that identifies how a property is related to another property in the dataset. A 

single join indicates 1 hop and hence a query having n joins need to have information 

maximum up to n hop from that property. Property Reachability Matrix is found using the 

concept of domain and range for RDF data [93]. It is well known that rdf:subject and 

rdf:object is an instance of rdf:property. By definition rdfs:domain is an instance of 

rdf:property that is used to state that any resource that has a given property is an instance of 

one or more classes and rdfs:range is an instance of rdf:property that states the value of the 

property are an instance of one or more classes. An obvious overlap is found in between 

domain and range for certain properties. This overlap is identified between subject–subject 

and subject–object for the properties, and a Property Reachability Matrix is prepared. This 

matrix is hence able to reveal join types between properties. This information is exploited and 

used to distribute data among nodes.  

 

Figure 5.2 DWAHP Phase 2: Distribution Scheme 

 

DWAHP knows number of joins in a query, and it also knows the underlying relationship 

between properties which is addressed using n-hop Property Reachability Matrix. For 

example, there exists a query which finds a location of a place in terms of latitude and 
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longitude with reference to Linked Sensor Data [94] [95]. This query can be answered using 

these properties: longitude, latitude, and process location. To answer this query one needs to 

traverse 2 hops maximum from a property to reach another property. It is obvious it will 

require 2 joins and both are subject-object joins. If it is a frequent query, one can use 2-hop 

Reachability Matrix, and position these properties on nodes such that message passing can be 

avoided or minimized. This scheme will provide following advantages. 1) There is an 

increased possibility of answering frequent queries using a single node as the distribution is 

based on prior knowledge of queries and their properties. 2) When related clusters are there 

on the same node, there is less possibility for message passing and hence complex operations 

like joins become efficient. 3) The data is partitioned vertically considering query frequency 

and then it is distributed among nodes which help manage data efficiently.  

5.1.3. Architecture 

DWAHP architecture is depicted in Figure 5.3. RDF triples are partitioned using Hybrid 

partitioning phase and clusters are created considering query workload. These clusters are a 

combination of binary tables and property tables. Once the data is partitioned, Distribution 

phase is responsible to distribute clusters on different nodes.  

 

Figure 5.3 DWAHP Architecture 
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Worker nodes contain actual data inside clusters and coordinator contains information related 

to data residing on different nodes. Coordinator checks if the query is parallelizable or not. If 

the query is parallelizable, it is executed on relevant nodes in parallel and results of the local 

nodes are computed on the node itself. On the other hand, if a coordinator finds that a query 

needs inter-node communication, it generates a query plan where a data node having a lesser 

amount of data ships its intermediate results to other nodes. At the end of query processing, 

coordinator returns results to the client. 

5.2. Experiments 

This section discusses all experimental details which include dataset, query set, data 

structures, test bed, and implementations for DWAHP. 

5.2.1. Data Structures and Algorithms 

DWAHP uses five data structures to identify workload-aware clusters.  (a) Query Property 

Basket, which contains a list of queries with its associated queried properties.  (b) Query 

Frequency List holds total frequency count.  (c) Query Frequency Property Basket stores 

query frequency and their corresponding properties  (d) Property Frequency List is primed 

using Query Property Basket and Query Frequency List  (e) n-hop Property Reachability 

Matrix which is a n*n matrix of properties.  

 

Figure 5.4 DWAHP Data Structures 

Q Site1 Site2 Site3 f

Q1 100 200 300 600

Q2 150 250 100 500

Q3 400 350 250 1000

Q Property List

Q1 P1, P2, P3,P4

Q2 P2, P5

Q3 P1, P2, P5

Property f

P1 1600

P2 1100

P3 600

P4 600

P5 1500

f Property List

100 P1, P2, P3,P4

200 P1, P2, P3,P4

300 P1, P2, P3,P4

150 P2, P5

250 P2, P5

100 P2, P5

400 P1, P2, P5

350 P1, P2, P5

250 P1, P2, P5

(c) Query Frequency Property 
Basket

(d) Property 
Frequency List

(b) Query Frequency List(a) Query Property Basket

P1 P2 P3 P4 P5

P1 -2 -1 2 -1 -1

P2 -1 -2 -1 -1 1

P3 2 -1 -2 2 0

P4 -1 -1 2 -2 -1

P5 -1 1 0 -1 -2

(e) Property Reachability
Matrix
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It can contain either of these values in the matrix: -2,-1, m or 0 where -2 indicates the 

property itself, -1 indicates both properties are directly reachable, m indicates property 

number through which it is reachable and 0 indicates they are not reachable for the value of n. 

Figure 5.4 represents DWAHP data structures. All data structures execute in either linear or 

polynomial time. DWAHP phase 1: hybrid partitioning uses algorithm same as WAHP which 

is described in Chapter 4. DWAHP Phase 2: distribution scheme uses two algorithms 1) n-

hop Property Reachability and 2) cluster creation and allocation. 

Algorithm: n-hop Property Reachability  

Input: properties 

Output: n-hop property reachability     

1. N ←n  
2. For all pi ∈ properties  
3.    For all pj ∈ properties 
4.       If i==j  
5.          P (i,j) ← -2 
6.       Else If   s.s join ˅ s.o join   
7.          P (i,j) ← -1  
8.       Else 
9.          P (i,j)  ← 0  
10.       End if 

11.    End for 

12. End for 

13. // Dijkstra’s Algorithm 

14. For every hop in property reachability matrix till N 

15.       If p (i,j)  == 0  

16.          p (i,j)  = pk //minimum distance from pi to pj via pk 

17.       End if 

18. End for 

19. Return n-hop property reachability 

DWAHP algorithms converge in either linear or polynomial time. Hybrid partitioning 

requires O (n) + O (p2 * q) operations where n is total number of records in dataset, p is 

number of properties in the dataset and q denotes candidates in Query Property Basket. 

DWAHP distribution algorithm requires O (p2) + O (c2) operations where p denotes the 

number of properties in datasets and c denotes the number of clusters.  n-hop Property 

Reachability algorithm needs O (p2) operations.  

Algorithm: Cluster Creation and Allocation 

Input: property table, binary table, n-hop property reachability matrix, 

support threshold, Nodes  

Output: Distributed Clusters  

1. Together ← False 
2. For Ci consider every combination of pi in T1 with pj in T2  
3.   For all  pk in n-hop property reachability matrix 
4.      If  pk is Reachable pi,pj   ∧  supportThreshold pi,pj  
5.         Together ← True  
6.      End if 
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7.   End for  
8.   If  Together     
9.         Ci ← Ci  ∪  {T1 ,T2}  
10.   End if 

11. Together ← False 

12. End for 

13. For all Ci ∈ Clusters   
14.      For all Cj ∈ Clusters  
15.         If all properties is Reachable Ci, Cj   

16.            Together ←True  

17.         Else 

18.            Together=False  

19.            Exit  

20.      End for 

21.      If  Together   

22.            Nk ← Nk ∪ Cj ∪ Ci  
23.      Else 

24.            Nk ← Nk ∪ Cj  
25.       End if 

26. End for 

27. Return Distributed Clusters   

 

5.2.2. Dataset 

Linked Observation Data [96] is a benchmark RDF dataset which contains descriptions of 

blizzard and hurricane observations. Linked Sensor Data [94] is a part of Linked Observation 

Data which measures temperature, precipitation, wind speed, wind direction, humidity etc 

through sensors located at weather stations. The dataset used consists of maximum up to 8 

GB of data and contains more than 35 million triples.  Details of the Linked Observation Data 

is given in Table 5.1 

Table 5.1 Linked Observation Dataset Specifications 
 

Specifications Linked Observation Data 
No of Triples 35105649  
No of distinct Triples 35105649  
No of unique properties 20  
Size on disk 8 G.B  

 

5.2.3. Query set 

The query set contains 20 queries. These RDF queries are categorized into four different 

query types as represented in Figure 5.5.  Type 1 queries are linear queries which retrieve 

predetermined set of properties from the RDF dataset. Type 2 contains star queries which 
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involve selection of properties defined for a particular subject. Type 3 queries are range 

queries or administrative queries, and Type 4  are snowflake queries that retrieve 

predetermined properties or subjects. Out of these 20 queries, 5 queries are of Type1, 6 

queries belong to Type2, 4 queries belong to Type3 and 5 queries are of Type4. All the SQL 

queries for Linked Observation dataset are listed in Appendix 3. 

 

Figure 5.5 Query Types 

5.2.4. Harwares and Softwares 

A test bed is created to implement DWAHP and execute queries for the Linked Observation 

dataset. The dataset is in RDF/XML format which is converted to triples by using Jena parser 

[87]. Eclipse 3.5 and Java 1.8 are used to implement the parser and other algorithms of the 

experiment. The experiment uses Postgres-XL [97] which is a Postgresql based database 

cluster tool installed on a Linux based machine. Deployed worker nodes and coordinator, 

each is configured with 1.7 GHz Intel Core i5-4210U processor and 8GB of RAM. 

5.2.5. Implementation 

Benchmark Linked Sensor Dataset is used to implement and evaluate storage and query 

performance for the proposed system. Phase 1 generates workload-aware clusters and 

populates them and Phase 2 distributes clusters among nodes by using n-hop Property 

Reachability Matrix.  For this experiment, n = 2.  n-hop Property Reachability Matrix for n=2 

is shown in Figure 5.6. The dataset contains 20 unique properties and all properties are 

Type 1 (Linear Query) Type 2 (Star Query)

Type 4 (Snowflake Query)Type 3 (Administrative/Range Query)
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numbered from 1 to 20. Let M be the n-hop reachability matrix and i and j be the rows and 

columns respectively. In Figure 5.6, M(i,j) = -1 in the cell denotes property Pi is directly 

reachable from Pj, M(i,j) = -2 denote the property itself, M(i,j) = 0 denotes a property is not 

reachable in n hops and M(i,j) = Px, denotes that Pi is reachable by Pj via property Px.  

DWAHP has generated 7 tables, out of which 3 are property tables:  (14,10,11),  (6,9), and  

(3,2). There are four binary tables:  (16), (7), (5), and (4).  

 

Figure 5.6 n-hop Property Reachability Matrix for n=2 

 

rdf:type is a binary table that gets replicated on all nodes as discussed in section 5.1.2. The 

number assigned to rdf:type is (8). Besides rdf:type, DWAHP made another binary table to 

become a candidate to be replicated on two nodes. This property is numbered (16). It is due 

to its association with other tables on the nodes based on query workload. All tables are 

indexed on the subject. Default B-tree indexing of Postgres-XL is used to index tables. Figure 

5.7 shows cluster allocation using n-hop Property Reachability Matrix. The highlighted 

matrix in Figure 5.7 shows the possible set of properties to be candidate of workload-aware 

clusters. Cluster Creation and Allocation algorithm is used to find the clusters and its 

distribution scheme for various nodes. Figure 5.8 depicts the actual cluster distribution for a 

given query workload.  

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 -2 -1 2 -1 -1 0 2 -1 8 8 0 2 2 8 8 8 0 8 8 0

2 -1 -2 -1 -1 1 0 -1 -1 8 8 0 -1 -1 8 7 8 7 8 8 0

3 2 -1 -2 2 0 0 -1 2 0 0 0 -1 -1 0 7 0 7 0 0 0

4 -1 -1 2 -2 -1 0 2 -1 8 8 0 2 2 8 8 8 0 8 8 0

5 -1 1 0 -1 -2 0 0 -1 8 8 0 0 0 8 8 8 0 8 8 0

6 0 0 0 0 0 -2 0 9 -1 0 0 0 0 0 0 9 0 9 9 0

7 2 -1 -1 2 0 0 -2 2 0 0 0 2 2 0 -1 0 -1 0 0 0

8 -1 -1 2 -1 -1 9 2 -2 -1 -1 10 2 2 -1 -1 -1 15 -1 -1 10

9 8 8 0 8 8 -1 0 -1 -2 8 0 0 0 8 8 -1 0 -1 -1 0

10 8 8 0 8 8 0 0 -1 8 -2 -1 0 0 8 8 -1 0 8 8 -1

11 0 0 0 0 0 0 0 10 0 -1 -2 0 0 -1 0 10 0 0 0 -2

12 2 -1 -1 2 0 0 2 2 0 0 0 -2 -1 0 0 0 0 0 0 0

13 2 -1 -1 2 0 0 2 2 0 0 0 -1 -2 0 0 0 0 0 0 0

14 8 8 0 8 8 0 0 -1 8 8 -1 0 0 -2 8 8 0 8 8 -1

15 8 7 7 8 8 0 -1 -1 8 8 0 0 0 8 -2 8 -1 8 8 0

16 8 8 0 8 8 9 0 -1 -1 -1 10 0 0 8 8 -2 0 -1 -1 10

17 0 7 7 0 0 0 -1 15 0 0 0 0 0 0 -1 0 -2 0 0 0

18 8 8 0 8 8 9 0 -1 -1 8 0 0 0 8 8 -1 0 -2 -1 0

19 8 8 0 8 8 9 0 -1 -1 8 0 0 0 8 8 -1 0 -1 -2 0

20 0 0 0 0 0 0 0 10 0 -1 -2 0 0 -1 0 10 0 0 0 -2
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Figure 5.7 Clusters and Allocation  

 

 

 

Figure 5.8 Cluster Distribution using DWAHP 
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JARS implementation: JARS [20] is a join aware distributed RDF storage system. It uses 

two layered clustered indexes with dual hashing for distribution of triples. Triples are hashed 

twice based on subject and object. The resulting hash value is divided by the number of nodes 

and the remainder becomes the target node for the triple. The triple is then allotted to the 

target node.   

 

Figure 5.9 Execution Flow using JARS 

 

This experiment is performed on the same configuration as it is done for DWAHP. Every 

node has one subject triple table and one object triple table. JARS store triples twice so the 

data is almost doubled. All subject triple tables are cluster indexed like: pos, pso, osp, and 

spo. All object triple tables are indexed like: pos, pso, sop, and ops. Figure 5.9 depicts 

execution flow for JARS. Figure 5.10 depicts an actual implementation of JARS on the test 

bed. 

 

Figure 5.10 Cluster Distribution using JARS 
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5.3. Results and Discussions 

This section discusses DWAHP results and its performance comparison with JARS. Data 
scaling is performed for DWAHP and JARS both. Data is scaled from 2GB, 4GB, 6GB, till 
8GB.  This section discusses results for 8GB of data. Query performance for DWAHP is 
evaluated using following parameters:  

a. Query Execution Time is the time taken by a query to execute.  

b. Query Cost is the cost of the query execution plan, which is a summation of costs 

of different database operations like joining, scanning, indexing, and sorting.  

c. Storage Space is the space occupied by the database on the disk.  

d. Inter-node Communication parameter identifies message passing between nodes 

to answer a query.  

 

The RDF query set is executed on both the systems and query execution time is recorded in 

milliseconds. Query execution time is averaged over three query runs for both the systems to 

minimize fluctuations. Real life RDF queries often include linear and star queries. In the 

query set, queries which belong to Type1 and Type2 are linear and star queries respectively. 

With the blend of workload-aware hybrid partitioning and proposed distribution scheme, star 

and linear queries are able to get answered without inter-node communication, which 

naturally results in faster query execution of these queries.   

 

 

Figure 5.11  Example Execution Plan for Query Type2  
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In the query set, out of 20 queries 12 queries i.e.  60% of the total queries are answered 

without inter-node communication. When the queries are looked at in descending order of 

query frequency, Out of top 10 frequent queries, 9 queries are answered without inter-node 

communication, which indicates that 90% of the most frequent queries are answered without 

inter-node communication. Query workload analysis is also carried out for the amount of 

workload answered by the proposed system. Different queries have different occurrence 

frequencies. The overall workload of the system is based on the summation of frequencies of 

all the queries targeted for the system. DWAHP is able to answer 67% of the total query 

workload and 83% of frequent query workload without inter-node communication. Queries 

which needed inter-node communication were executed in parallel using the default 

mechanism of Postgres-XL. 

 

Figure 5.12 Example Execution Plan for Query Type3 

 

The Query set in the experiment contains queries with different number of joins. In order to 

execute these queries using triple tables, one needs minimum two and maximum up to six 

joins. However, DWAHP generates clusters consisting set of property tables and binary 

tables considering query workload. As a result, it minimizes these joins and requires 

maximum up to three joins. It can be noted that 1) Property table reduces subject-subject 

joins. 2) subject-object joins and inter-node communications are managed by keeping related 

binary tables and property tables together on the same node which is derived from n-hop 

Property Reachability Matrix. For example, during this experiment, DWAHP replicated one 

such binary table due to its association with other nodes. Because of these reasons, a 
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significant reduction in inter-node communication and number of query joins is observed.   

Considering these two points, similar kind of results are expected for any dataset or query 

workload because n in the n-hop Property Reachability Matrix can be tweaked accordingly. 

Setting n to a point, where at least one property is reachable from every property can result in 

a situation, where communication among nodes can be eliminated for the star and linear 

queries. Value of n may vary from dataset to dataset. If n needs to be set at some higher 

value, which indicates that a longer path is needed to reach at least one property from all 

other properties. Clearly, this tells that the number of joins in the query may also increase. 

Hence, query performance parameters like query cost and storage-space may get affected. 

This trade-off may be dealt with compromising on inter-node communication to achieve 

efficient query execution. However, parameter like inter-node communication, not only 

depend on number of joins but also on the hardware capacity of worker nodes. Worker nodes 

with sufficient hardware capacity may also help to deal with this trade-off. Overall, it can be 

said that DWAHP can reduce complex operations like joins to a certain extent that results in 

efficient query execution for RDF data. 

Real life applications access a small amount of data from the entire database. These 

applications display highly skewed access patterns as they have certain kinds of queries 

frequently pose on their systems. For such applications, if query workload is known, 

DWAHP can be utilized for data storage and distribution for efficient query processing, as it 

exploits workload information. For example, IoT applications produce a lot of data 

periodically. These applications generally observe skewed access patterns for their queries. 

DWAHP can be utilized for such applications with skewed query workload and growing data. 

5.4. Comparison with state-of-the-art systems 

A scalable RDF data storage system [45] tries to minimize inter-node communication and 

uses a parameter called PWOC to find out that it can parallelize queries without inter-node 

communication. However, it uses data-aware approach, whereas DWAHP uses workload-

aware approach and it minimizes inter-node communication by managing joins using n-hop 

Property Reachability Matrix. DWAHP is also able to answer star and linear queries without 

inter-node communication. Besides this, DWAHP needs less replication compared to this 

scalable storage system as DWAHP replicates “rdf:type” property on different nodes. WARP 

[52] is quite similar to the scalable RDF data storage system. However, it follows a 
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workload-aware approach and tries to use lesser replication compared to scalable RDF data 

storage system. WARP uses horizontal partitioning and on the other hand, DWAHP uses 

vertical partitioning by using a combination of binary tables and property tables. DWAHP is 

hence able to minimize inter-node communication among nodes. ClusterRDF [57] partitions 

data based on workload and uses both horizontal and vertical partitioning. It distributes same 

schema on different machines and tries to minimize inter-node communication. DWAHP 

performs only vertical partitioning and distributes different schemas on different machines 

and hence able to eliminate inter-node communication for the star and linear queries.  

JARS [20] is a Join-Aware distributed RDF Storage system. It uses two layered clustered 

indexes with dual hashing for distribution of triples. JARS manages joins and tries to 

minimize inter-node communication. DWAHP also manages joins and tries to minimize 

inter-node communication. JARS uses a data-aware approach and on the other hand, 

DWAHP uses a workload approach. DWAHP and JARS both use relational based system to 

manage RDF data. DWAHP is closely comparable to JARS and hence this section presents a 

comparison between DWAHP and JARS using performance parameters like QET, query 

cost, storage space and inter-node communication.   

5.4.1. Comparing DWAHP and JARS  

Query performance is compared for DWAHP and JARS. Figure 5.13 shows execution time 

for Linked Observation dataset queries on DWAHP and JARS.   

 
Figure 5.13 Query Execution for DWAHP and JARS 

It is clearly visible that DWAHP outperforms JARS. Out of 20 queries, DWAHP is able to 

answer 12 queries without inter-node communication. It includes all linear and star queries. 

Star queries contain subject-subject joins and linear queries contain subject-object joins. 

Type 1 Type 2 Type 3 Type 4 
DWAHP 760 170 1098 1127 
JARS 3411 505 4059 4358 

0 
500 

1000 
1500 
2000 
2500 
3000 
3500 
4000 
4500 
5000 

E
xe

cu
tio

n 
tim

e 
in

 m
s 



 

72 

 

DWAHP is able to answer all star and linear queries without inter-node communication 

because it distributes clusters based on n-hop Property Reachability Matrix, which covers 

subject-subject and subject-object joins between properties. JARS is able to answer 6 queries 

all of which are star queries. JARS manage joins by distributing triples based on 

subject/object hash values. So subjects with same hash values appear on same node. As star 

queries consist of subject-subject joins, JARS is able to answer all star queries without inter-

node communication. 

DWAHP utilizes query workload information to partition data and also manages joins by 

partitioning it into property tables and binary tables. On top of that, data is distributed 

considering underlying property relationships which not only reduces number of joins but 

also reduces inter-node communication. Comparing DWAHP query performance based on 

query types with JARS, it can be noticed that Type1 queries executes with an average time 

gain of 78%, Type2 queries executes with an average time gain of 66%, Type3 queries 

executes with an average time gain of 73% and Type4 queries executes with an average time 

gain of 74%. DWAHP on an average gives 72% better query performance than JARS for the 

entire query set. Besides query execution time gain query costs are also calculated for all the 

queries. DWAHP costs 20%, 50%, 90%, and 85% lesser for Type1, Type2, Type3, and 

Type4 queries respectively.  On an average DWAHP costs 61% lesser than JARS query costs 

for the entire query set.  

There is a significant difference between storage space occupied by DWAHP and JARS. 

DWAHP uses almost same storage space as the actual database as the triple table is 

partitioned in a group of binary tables and property tables. However, it occupies additional 

storage space for tables that are indexed and replicated over different nodes. On the other 

hand, JARS stores triple twice. So it is obvious that data storage space is doubled. 

Additionally, it uses dual indexing technique which also adds to storage space. DWAHP 

occupies 71% less total storage space than JARS. Specifically, DWAHP occupies 64% less 

index space and 36% less data storage space. So in all DWAHP occupies a lot less space than 

JARS. The total performance gain in summarized in Table 5.2. 

DWAHP minimizes inter-node communication for frequent queries and manages joins 

efficiently. However, during Phase 1, it needs to partition triple table into a set of property 

tables and binary tables based on query workload. Whereas JARS does not require such pre-

processing of data as it simply uses a hash function and distributes data among nodes. 
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DWAHP uses workload-aware clusters which are created at a certain point of time 

considering certain query workload. Therefore DWAHP may not be able to execute ad-hoc 

queries that efficiently. On the other hand, JARS doesn’t consider any query workload and 

may execute ad-hoc queries. Additionally, JARS uses some preliminary RDF compression 

techniques for disk space reduction. 

Table 5.2 Summary of Query Performance Comparison between DWAHP and JARS 
 

Performance Parameters % Gain using DAWHP 
over JARS  

Query Execution Time 72% 
Query Cost 61% 
Storage Space 71% 
Inter-node Communication 50% 

 

5.4.2. Comparing DWAHP and JARS using Scaled Data 

Data scaling for Linked Observation Data is performed from 2 GB, 4 GB, 6 GB, and 8 GB. It 

is observed that query performances for all the query types for DWAHP and JARS increase 

linearly. However, it can be seen from Figure 5.14 that QET slopes for JARS is steeper 

compared to DWAHP which clearly indicates better performance of DWAHP with increasing 

data compared to JARS.   

 

Figure 5.14 Query Execution for DWAHP and JARS with Scaled Data 
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5.5. Summary 

DWAHP focuses on creating workload-aware clusters and managing joins in order to 

minimize message passing across nodes. DWAHP create workload-aware clusters which can 

answer 90% of the most frequent queries without inter-node communication.  Star and linear 

queries are the most frequent query types in real life.  It manages joins such that it is able to 

answer all linear and star queries without inter-node communication. DWAHP and JARS are 

compared in terms of query execution time, query costs, storage space, and message passing 

parameters.  DWAHP has shown on an average 72% of better query performance than JARS 

with 61% of reduced query cost. Considering storage space, DWAHP occupies less than one-

third of storage space compared to JARS. JARS eliminates inter-node communication for star 

queries and minimizes inter-node communication for linear queries, whereas DWAHP is able 

to get rid of inter-node communication for both linear and star queries.  
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Chapter 6 

6. Conclusions and Future Work 

 

The thesis aims at managing RDF data efficiently in terms of storage and query execution 

time. It initially explores basic RDF data partitioning techniques. It demonstrates use of 

various data partitioning techniques for efficient RDF data storage and faster query 

execution.  It demonstrates TT (Triple Table), PT (Property Table), BT (Binary Table), HP 

(Horizontally Partitioned Table), and MV (Materialized Views). It gives detailed study of 

these basic data partitioning techniques.  

Chapter 3 demonstrates query execution for basic RDF data stores. It measures query 

performance in terms of QET which are averaged over query types. It finds that partitioned 

tables (PT, BT, and HP) outperform TT and even with scaled RDF data in terms of triples, it 

is observed that partitioned tables outperform TT. HP can be applied over TT, BT, and PT. 

BT may perform better when a query involves less number of joins. Moreover, MV can be 

used over BT to achieve faster execution for queries involving subject-object joins. PT may 

perform better when the queried set of properties appear in the same table. 

The dissertation proposes three hybrid data partitioning techniques namely DAHP (Data-

Aware Hybrid Partitioning), DASIVP (Data-Aware Structure Indexed Partitioning), and 

WAHP (Workload-Aware Hybrid Partitioning) to manage stationary RDF data for a 

centralized relational database system.  

Chapter 4 discusses advantages and disadvantages of the basic data partitioning techniques 

and proposes three hybrid partitioning techniques which either uses a data-aware approach or 

a workload-aware approach. DAHP and DASIVP use a data-aware approach. WAHP uses a 

workload-aware approach. DAHP combines binary tables and property tables. It gives 40% 

of an average improvement over binary tables. DASIVP combines structure index 

partitioning and binary tables. It gives 38% of an average improvement over binary tables. 

Both the data-aware approaches have performed nearly equivalent. However, the break-even 

point of DAHP is 95% lesser than DASIVP. Therefore DAHP is carried further and looked at 

using a workload-aware approach which resulted in WAHP. WAHP combines binary tables 
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and property tables alike DAHP. WAHP creates workload-aware clusters, which are able to 

answer 73% of query workload by using just 9% of the actual data with 37% of time gain. 

This chapter proposes a set of metrics which helps in considering the suitability of a data 

partitioning technique for a RDF dataset and compares all the data partitioning techniques 

using the derived set of metrics.  

The thesis further demonstrates use of WAHP to manage RDF data in a distributed 

environment and proposes a distribution scheme. This proposed solution DWAHP 

(Workload-Aware Hybrid Partitioning and Distribution) is then compared with a state-of-the-

art system called JARS (Join-Aware distributed RDF Storage). DWAHP is conceptually 

compared with a scalable RDF storage, WARP and ClusterRDF. 

Chapter 5 proposes DWAHP, a workload-aware hybrid partitioning approach for a 

distributed environment. DWAHP uses two phases: hybrid partitioning and distribution 

scheme.  DWAHP architecture is presented and it is compared with a state-of-the-art system 

called JARS. DWAHP and JARS are compared in terms of query execution time, query 

costs, storage space, and message passing parameters. DWAHP create workload-aware 

clusters which can answer 90% of the most frequent queries without inter-node 

communication. Generally, it is observed that queries for RDF data mostly involve either star 

or linear query patterns. DWAHP manages joins such that it is able to answer all linear and 

star queries without inter-node communication. DWAHP uses n-hop Property Reachability 

Matrix which considers subject-subject and subject-object joins between properties in the 

dataset, and sets n to such a value where at least one property is reachable from all other 

properties. Value of n may vary from dataset to dataset and setting n to such a value will 

result in similar query performances. However there is a trade-off and this trade-off can be 

dealt by considering data characteristics and hardware requirements.  DWAHP has shown on 

an average 72% of faster query execution time than JARS with 61% of reduced query cost. 

Considering storage space, DWAHP occupies less than one-third of storage space compared 

to JARS. For our experiment, JARS eliminates inter-node communication for star queries and 

minimizes inter-node communication for linear queries and DWAHP is able to get rid of 

inter-node communication for both linear and star queries. 

DWAHP is compared with other state-of-the-art solutions like a scalable RDF data storage 

system which tries to minimize inter-node communication and uses a parameter called 

PWOC to find out that it can parallelize queries without inter-node communication. However, 
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it uses data-aware approach, whereas DWAHP uses workload-aware approach and it 

minimizes inter-node communication by managing joins using n-hop Property Reachability 

Matrix. DWAHP is also able to answer star and linear queries without inter-node 

communication. Besides this, DWAHP needs less replication compared to this scalable 

storage system as DWAHP replicates “rdf:type” property on different nodes. DWAHP is also 

compared with WARP, which is quite similar to the scalable RDF data storage system. 

However, it follows a workload-aware approach and tries to use lesser replication compared 

to scalable RDF data storage system. WARP uses horizontal partitioning and on the other 

hand, DWAHP uses vertical partitioning by using a combination of binary tables and 

property tables. DWAHP is hence able to minimize inter-node communication among nodes. 

DWAHP is then compared with ClusterRDF, which partitions data based on workload and 

uses both horizontal and vertical partitioning. It distributes same schema on different 

machines and tries to minimize inter-node communication. DWAHP performs only vertical 

partitioning and distributes different schemas on different machines and hence able to 

eliminate inter-node communication for the star and linear queries.  

Applications in various domains use RDF data as a standard for information exchange. Now-

a-days application’s data, its characteristics, data queries, and nature of the queries are 

generally known well in advance. Workload-aware techniques like WAHP and DWAHP can 

be utilized for such applications at the data storage level to alleviate query performances. In 

some cases if data queries or nature of the queries are not known or queries change 

frequently, data characteristics are generally inevitable and data-aware RDF stores can be 

utilized for efficient data storage and execution of queries. 
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6.1. Future Work 

Although the discussed hybrid data partitioning techniques have shown improvement over 

other techniques, there is a room for further enhancement.  

 Discussed partitioning techniques, whether they are for a centralized system or a 

distributed system, deals with static RDF data. Therefore they might be suitable only 

for read intensive applications. However, in a dynamic scenario, these techniques 

need to be looked at with a completely different perspective:  

o When considering a data-aware approach, there may be change in data and 

data characteristics. Techniques need to be devised to manage database 

operations along with change in data and data characteristics of a RDF dataset. 

o When considering a workload-aware approach, not only data and data 

characteristics are going to change but also the data queries may change over 

time. All of these changes need to be addressed in order to manage RDF data. 

 Discussed techniques try to separate frequent and non-frequent data and store it on the 

disk. However main memory databases can be utilized to further improve query 

performance.  
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Appendix 1 

Below are the SQL queries as implemented for a triple table for the FOAF dataset. Note that 

for clarity of presentation the properties are shown as row strings instead of actual URI. 

Query 1 
 
 

Type 4 Select t2.subject,t2.object,t3.object from triples t2 , triples t3, triples 
t4 
where t2.subject =t4.object 
and t4.predicate= 'text' 
and t4.subject= 'text '   
and  t2.predicate = 'text '  
and  t3.predicate = 'text '  
and t2.subject=t3.subject; 
 

Query 2 
 

Type 2 select t1.subject,t1.object from triples t1  
where t1.subject= ‘text’ 
and t1.predicate= ‘text’ 
intersect 
select t2.subject,t2.object from triples t2,triples t3  
where t2.predicate= ‘text’ 
and t2.subject = t3.object 
and   t3.predicate = ' text '   
and t3.subject= ‘text’; 
 

Query 3 
 

Type 4 select distinct t1.subject,t2.subject,t2.object from triples t2 ,triples t1 
where t2.subject =t1.object 
and   t1.predicate = ' text '   
and t1.subject= ‘text’ 
and   t2.predicate = ' text '  ; 
 

Query 4 
 

Type 2 select distinct t1.subject,t1.object from triples t1,triples t3 
where  t1.predicate = ' text '   
and t1.object like ' text '   
and t1.subject = t3.object 
and   t3.predicate = ' text '   
and t3.subject= ‘text’; 
 

Query 5 
 

Type 4 select t1.subject,count t1.subject  from triples t1  
where   t1.predicate = ' text '   
and t1.subject= ‘text’ 
group by t1.subject; 
 

Query 6 
 

Type 2 select t1.subject,count (t1.subject) from triples t1  
where   t1.predicate = ' text '   
group by t1.subject order by count t1.subject  asc; 
 

Query 7 
 

Type 2 select distinct t2.subject,t2.object,t3.object from triples t2,triples 
t3,triples t4  
where t2.subject =t4.object  
and   t4.predicate = ' text '   
and t4.subject= ‘text’ 
and   t2.predicate = ' text '   
and   t3.predicate = ' text '   
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and t2.object=t3.subject; 
 

Query 8 
 

Type 4 select t1.object from triples t1  
where   t1.predicate = ' text '   
and t1.subject= ‘text’ 
intersect 
select t1.object from triples t1  
where   t1.predicate = ' text '   
and t1.subject= ‘text’; 
 

Query 9 
 

Type 2 select distinct t1.subject,t1.predicate,t1.object from triples t1  
where   t1.predicate = ' text '  
or  t1.predicate = ' text '  
or  t1.predicate = ' text '  
. 
. 
or  t1.predicate = ' text '   
and t1.subject= ‘text’; 

Query 10 
 

Type 4 select t1.object from triples t1  
where t1.subject= ‘text’ 
and   t1.predicate = ' text '   
intersect 
select t2.object from triples t2,triples t1  
where   t2.predicate = ' text '   
and t2.subject = t1.object 
and   t1.predicate = ' text '    
and t1.subject= ‘text’;  
 

Query 11 
 
 

Type 1 select t1.object from triples t1,triples t2,triples t3 
where   t1.predicate = ' text '    
and   t2.predicate = ' text '    
and   t3.predicate = ' text '    
and t3.object like ' text ' 
and t1.object=t3.subject 
and t2.subject=t3.subject; 
 

Query 12 
 

Type 2 select t1.object,t2.object from triples t1,triples t2,triples t3 
where   t1.predicate = ' text '    
and   t2.predicate = ' text '    
and t1.object=t2.subject 
and   t3.predicate = ' text '    
and t3.object in  
(select t4.object from triples t4,triples t5 
where   t4.predicate = ' text '    
and   t5.predicate = ' text '    
and t4.subject=t5.subject ) 
intersect 
select t6.object from triples t6,triples t7 
where   t6.predicate = ' text '    
and   t7.predicate = ' text '    
and t6.subject=t7.object  
 

Query 13 
  

Type 1 select t1.subject from triples t1,triples t2,triples t3 
where   t1.predicate = ' text '    
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and   t2.predicate = ' text '    
and   t3.predicate = ' text '    
and t1.object = t2.object 
and t2.subject=t3.subject 
intersect 
select t1.subject from triples t1,triples t2,triples t3 
where   t1.predicate = ' text '    
and   t2.predicate = ' text '    
and   t3.predicate = ' text '    
and t2.subject=t3.object 
and t1.object = t2.object  
 

Query 14 
 

Type 3 select t1.object,t2.object from triples t1,triples t2,triples t3,triples 
t4,triples t5 
where   t1.predicate = ' text '    
and t1.subject= ‘text’ 
and   t2.predicate = ' text '    
and   t2.predicate = ' text '    
and   t4.predicate = ' text '    
and   t5.predicate = ' text '    
and t4.subject=t5.object 
and t1.object=t2.subject 
and t1.object=t3.subject 
and t3.object = t4.object 
 

Query 15 
  

Type 1 select t1.object,t2.object from triples t1,triples t2 
where   t1.predicate = ' text '    
and   t2.predicate = ' text '    
and t1.subject=t2.object 
and t2.object in 
select t3.object from  triples t3,triples t4 
where   t3.predicate = ' text '    
and   t4.predicate = ' text '    
and t3.subject=t4.subject  
intersect 
select t5.object from triples t5,triples t6 
where   t5.predicate = ' text '    
and   t6.predicate = ' text '    
and t5.subject=t6.object   
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Appendix 2 

Below are the SQL queries as implemented for a triple table for the SWetoDBLP dataset. 

Note that for clarity of presentation the properties are shown as row strings instead of actual 

URI. 

 

Query 1 
 
 

Type 1 Select subject from triples t1 
where t1.predicate = 'text' 
and t1.obj = 'text'; 
 

Query 2 
 

Type 1 select t1.subject,t1.object from triples t1, triples t2 
where t1.predicate= ‘text’ 
and t2.predicate= ‘text’ 
and t2.subject = t1.object 
 

Query 3 
 

Type 4 select t2.object from  triples t1,  triples t2,  triples t3 
where 
t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text ' 
and t3.subject = t2.object  
and t3.predicate = 'text ' 
and t3.object like 'text'; 

 
Query 4 
 

Type 4 select count(t1.subject) from  triples t1,  triples t2,  triples t3 
where t1.subject = 'text' 
and t1.predicate = ' text ' 
and t2.subject = t1.object 
and t2.predicate = ' text ' 
and t2.object = ' text ' 
and t3.subject = t2.subject 
and t3.predicate = ' text '; 
 

Query 5 
 

Type 3 select t2.subject from  triples t1,  triples t2 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.predicate = 'text ' 
and t2.subject = t1.subject; 
 

Query 6 
 

Type 3 select t4.subject from  triples t1,  triples t2,  triples t3,  triples t4 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text ' 
and t3.subject = t2.object 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t4.subject = t3.subject 
and t4.predicate = 'text '; 
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Query 7 
 

Type 4 select t1.object from  triples t1,  triples t2 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.predicate = 'text ' 
and t2.object = t1.subject 
 

Query 8 
 

Type 3 select t1.object from t1subject t1, t1subject t2 
where t1.subject like ‘text’  
and t1.object like 'text ' 
and t1.predicate like 'text ' 
and t1.subject like ‘text’  
and t2.predicate like 'text ' 
and t2.subject = t1.subject 
 

Query 9 
 

Type 2 select t1.object from  triples t1,  triples t2,  triples t3,  triples t4 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text ' 
and t3.subject = t2.object 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t4.subject = t3.subject 
and t4.predicate = 'text ' 
 

Query 10 
 

Type 2 select t4.object from  triples t1,  triples t2,  triples t3,  triples t4 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.predicate = 'text ' 
and t2.subject = t1.subject 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t3.subject = t2.object 
and t4.predicate = 'text ' 
and t4.subject = t3.subject 
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Appendix 3 

Below are the SQL queries as implemented for a triple table for the Linked Observation 

dataset. Note that for clarity of presentation the properties are shown as row strings instead of 

actual URI. 

Query 1 
 
 

Type 3 select avg (t5.object) from  triples t1,  triples t2,  triples t3,  triples t4,  
triples t5 
where t1.subject = 'text' 
and t1.predicate = ' text ' 
and t2.subject = t1.object 
and t2.predicate = ' text ' 
and t2.object = ' text ' 
and t3.subject = t2.subject 
and t3.predicate = ' text ' 
and t4.object = ' text ' 
and t4.predicate = ' text ' 
and t4.subject = t3.object 
and t5.subject = t4.subject 
and t5.predicate = ' text '; 
 

Query 2 
 

Type 1 select t4.object from  triples t1,  triples t2,  triples t3,  triples t4 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.predicate = 'text ' 
and t2.subject = t1.subject 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t3.subject = t2.object 
and t4.predicate = 'text ' 
and t4.subject = t3.subject; 
 

Query 3 
 

Type 3 select max(t6.object) from  triples t1,  triples t2,  triples t3,  triples t4,  
triples t5,   triples t6 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text ' 
and t3.subject = t2.object 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t4.subject = t3.subject 
and t4.predicate = 'text ' 
and t5.object = 'text ' 
and t5.predicate = 'text ' 
and t5.subject = t4.object 
and t6.subject = t5.subject 
and t6.predicate = 'text '; 
 

Query 4 
 

Type 1 select t4.object from  triples t1,  triples t2,  triples t3,  triples t4,  triples 
t5 
where 
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t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.predicate = 'text ' 
and t2.subject = t1.subject 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t3.subject = t2.object 
and t4.predicate = 'text ' 
and t4.subject = t3.subject 
and t5.predicate = 'text ' 
and t1.subject = t5.object 
and t5.subject IN  
(select t2.subject from  triples t2,  triples t3,  triples t4,  triples t5,  
triples t6 
where 
t2.predicate = 'text ' 
and t3.subject = t2.object 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t4.subject = t3.subject 
and t4.predicate = 'text ' 
and t5.object = 'text ' 
and t5.predicate = 'text ' 
and t5.subject = t4.object 
and t6.subject = t5.subject 
and t6.predicate = 'text ' 
and t6.object text '); 
 

Query 5 
 

Type 1 select t2.object from  triples t1,  triples t2,  triples t3 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text ' 
and t3.subject = t2.object  
and t3.predicate = 'text ' 
and t3.object like 'text'; 
 

Query 6 
 

Type 4 select t6.object from  triples t1,  triples t2,  triples t3,  triples t4,  triples 
t5,  triples t6 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text ' 
and t3.subject = t2.object 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t4.subject = t3.subject 
and t4.predicate = 'text ' 
and t5.object = 'text ' 
and t5.predicate = 'text ' 
and t5.subject = t4.object 
and t6.subject = t5.subject 
and t6.predicate = 'text '; 
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Query 7 
 

Type 3 select t4.subject from  triples t1,  triples t2,  triples t3,  triples t4,  
triples t5,  triples t6 
where 
t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.predicate = 'text ' 
and t2.subject = t1.subject 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t3.subject = t2.object 
and t4.predicate = 'text ' 
and t4.subject = t3.subject 
and t6.object like 'text' 
and t6.predicate = 'text ' 
and t5.object = t6.subject 
and t5.predicate = 'text ' 
and t5.subject = t1.subject) 
union 
select t4.subject from  triples t1,  triples t2,  triples t3,  triples t4,  
triples t5,  triples t6 
where 
t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.predicate = 'text ' 
and t2.subject = t1.subject 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t3.subject = t2.object 
and t4.predicate = 'text ' 
and t4.subject = t3.subject 
and t6.object like 'text' 
and t6.predicate = 'text ' 
and t5.object = t6.subject 
and t5.predicate = 'text ' 
and t5.subject = t1.subject; 
 

Query 8 
 

Type 4 select t4.object from t3object t1, t3object t2, t3object t3, t3object t4, 
t3object t5, t3object t6 
where 
t1.subject like ‘text’  
and t1.object like 'text ' 
and t1.predicate like 'text ' 
and t1.subject like ‘text’  
and t2.predicate like 'text ' 
and t2.subject = t1.subject 
and t3.predicate like 'text ' 
and t3.subject = t2.object 
and t4.predicate like 'text ' 
and t4.subject = t3.subject 
and t6.object like '2004-08-12%' 
and t6.predicate like 'text ' 
and t5.object = t6.subject 
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Query 9 
 

Type 4 select t4.object from t1subject t1, t1subject t2, t1subject t3, t1subject 
t4, t1subject t5, t1subject t6 
where 
t1.subject like ‘text’  
and t1.object like 'text ' 
and t1.predicate like 'text ' 
and t1.subject like ‘text’  
and t2.predicate like 'text ' 
and t2.subject = t1.subject 
and t3.predicate like 'text ' 
and t3.subject = t2.object 
and t4.predicate like 'text ' 
and t4.subject = t3.subject 
and t6.object like '2004-08-12%' 
and t6.predicate like 'text ' 
and t5.object = t6.subject 
 

Query 10 
 

Type 3 select max(t6.object) from  triples t1,  triples t2,  triples t3,  triples t4,  
triples t5,  triples t6 
where 
t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text ' 
and t3.subject = t2.object 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t4.subject = t3.subject 
and t4.predicate = 'text ' 
and t5.object = 'text ' 
and t5.predicate = 'text ' 
and t5.subject = t4.object 
and t6.subject = t5.subject 
and t6.predicate = 'text '; 
 
 

Query 11 Type 2 select t6.object from  triples t1,  triples t2,  triples t3,  triples t4,  triples 
t5,  triples t6 
where 
t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text ' 
and t3.subject = t2.object 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t4.subject = t3.subject 
and t4.predicate = 'text ' 
and t5.object = 'text ' 
and t5.predicate = 'text ' 
and t5.subject = t4.object 
and t6.subject = t5.subject 
and t6.predicate = 'text '; 
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Query 12 Type 4 select t6.object from t3subject t1, t3subject  t2, t3subject  t3, t3subject  
t4, t3subject  t5, t3subject  t6 
where 
t1.object like 'text ' 
and t1.predicate like 'text ' 
and t2.subject = t1.subject 
and t3.predicate like 'text ' 
and t3.object like 'text ' 
and t4.subject = t3.subject 
and t4.predicate like 'text ' 
and t5.predicate like 'text ' 
and t5.subject = t4.object 
and t6.subject = t5.subject 
and t6.predicate like 'text ' 
 

Query 13 Type 1 select t4.object from t2subject t1, t2subject t2, t2subject t3, t2subject 
t4 
where 
t1.object like 'text ' 
and t1.predicate like 'text ' 
and t1.subject like ‘text’  
and t2.predicate like 'text ' 
and t2.subject = t1.subject 
and t3.predicate like 'text ' 
and t3.object like 'text ' 
and t3.subject = t2.object 
and t4.predicate like 'text ' 
and t4.subject = t3.subject 
 

Query 14 Type 2 select t1.object from  triples t1,  triples t2 
where t1.subject = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text '; 
 

Query 15 Type 2 select t2.object, t3.object from  triples t1,  triples t2,  triples t3 
where t1.subject = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.object 
and t2.predicate = 'text ' 
and t3.subject = t1.object 
and t3.predicate = 'text '; 
 

Query 16 Type 2 select distinct t2.object from  triples t1,  triples t2 
where t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text '; 
 

Query 17 Type 1 select t1.subject from  triples t1 
where t1.predicate = 'text ' 
and t1.object = 'text '; 

Query 18 Type 2 select t2.object from  triples t1,  triples t2 
where t1.subject = 'text ' 
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and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text '; 
 

Query 19 Type 4 select t1.subject from  triples t1,  triples t2,  triples t3,  triples t4,  
triples t5,  triples t6 
where 
t1.object = 'text ' 
and t1.predicate = 'text ' 
and t2.subject = t1.subject 
and t2.predicate = 'text ' 
and t3.subject = t2.object 
and t3.predicate = 'text ' 
and t3.object = 'text ' 
and t4.subject = t3.subject 
and t4.predicate = 'text ' 
and t5.object = 'text ' 
and t5.predicate = 'text ' 
and t5.subject = t4.object 
and t6.subject = t5.subject 
and t6.predicate = 'text ' 
and t6.object text '; 
 

Query 20 Type 2 select t1.subject from  triples t1 
where t1.object = 'text ' 
and t1.predicate = 'text '; 
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Appendix 4 

 

This appendix contains all the algorithms and its complexity calculation. Variable r denotes 
total records, pc is property clusters, p is properties, h is number of horizontally partitioned tables, and 
spf is properties occur that together. Complexities are mentioned beside the algorithm name.  

 
Algorithm: Triple Table O(r) 

Input: .n3 file 

Output: Triple Table 

1 for all r ϵ RDFTriples    ---- r 

2    TT ← (s,p,o) ----- 1 

3 end for  

4 return TT  

 

 
Algorithm: Property Table -- r + r * pc ~ O(r * pc) 

Input: Triple Table  

Output: Property Table  

1 for all r ϵ RDFTriples ---- r 

2 if(p in r belongs to relationship) 

3 create property cluster pc1 

4 Else if(p in r belongs to personal) 

5 create property cluster pc2 

6 Else 

7 Consider as left over triples 

8 end for 

9 for all r ϵ RDFTriples ---- r 

10 for all pi in cluster ci 

11 pci ← (s, p1,p2..pn)---- pc 

12 end for 

13 end for  

14 return PT  

 

 
Algorithm: Binary Table ---  r * p+r ~ O(r * p) 

Input: Triple Table  

Output: Binary Tables 

1 for all r ϵ RDFTriples ---- r 

2 create binary table for every unique property 

3 end for 

4 for all r ϵ RDFTriples --- r  

5 for all p ϵ RDFTriples ---- p 

6 BTi ← (s,o) --- r 

7 end for  

8 end for  

9 return Binary Tables 
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Algorithm: Horizontally Partitioned Table -- r * h ~ O(r * h) 

Input: Triple Table  

Output: Horizontally Partitioned Tables  

1 for all r ϵ RDFTriples --- r 

2 for all n ϵ {0 to 9} ˅ {a-z} ˅ {A-Z} --- h 

3 HP ← h --- 1 

4 n ← (s,p,o) --- 1 

5 end for  

6 end for  

7 return Horizontal Partitioned Table  

 

 
Algorithm: DAHP – plogp+slogs+ p+r+(p2 * spf) ~  O(r) + O(p2 * spc) 

Input:  Null Threshold, Support Threshold, Subject-property bin, Property-use listing, Triple Table  

Output: Property Tables, Binary Tables 

1 //merge sort 

2 Sort descending property-use listing on property-use -- r+plogp 

3 For all properties pi in property-use listing --- p 

4 If(pi<support Threshold)  

5 BT  ← pi --1 

6 Else 

7 Cp ← Consider pi for generating property tables --1  

8 End for 

9 //Find PT and BT using Apriori Algorithm O(p2 * spc) 

10 spc  ← subject-property bin 

11 // Cartesian product  

12 for all pi in subject-property bin 

13 Cp+1 = candidate generated from subject-property bin 

14 For all occurrences in subject-property bin 

15 Increment the count of all candidates in cp+1 that are contained in subject-property bin 

16 end for 

17 spc ← candidates in cp+1 with support threshold and null threshold 

18 PT ← spc 

19 end for 

20 Return Property Tables, Binary Tables – r 

 

Algorithm: DASIVP1 O(r) 

Input: RDF Triples – r 

Output: Property Basket  

1 For ∀ s ϵ RDFTriples – r 

2 PB ← p ˅ o  -- 1 

3 End For` 

4 Return Property Basket Table 
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Algorithm: DASIVP2 --- s+r ~r ~ O(r) 

Input: RDF Triples, Property Basket  

Output: Indexed Partitioned Triples 

1 For ∀ p ϵ PropertyBasket --- s 

2 Lookup Table ← {Property list, location index} --- 1 

3 For ∀  s  ϵ PropertyBasket --- r 

4 IPT ← Identified Triple at location index -- 1 

5 End For 

6 return Indexed Partitioned Triples  

 

 
Algorithm: DASIVP3  --- p * r ~ O(p * r) 

Input: RDF Triples, Property Basket 

Output: Indexed Partitioned RDF Triples 

1 For ∀ property List ϵ PropertyBasket --- p 

2 Lookup Table ← {Property list, location index} -- 1 

3 For ∀  s  ϵ PropertyBasket   --- r 

4 IPRT ← Identified Triple at location index --- 1 

5 End For 

6 Return Indexed Partitioned RDF Triples 

 

 
Algorithm: WAHP – plogp+slogs+ p+r+(p2 * QPc) ~ O(r)+ O(p2 * QPc) 

Input:  Null Threshold, Support Threshold, PF list, QP basket, Triple Table  

Output: Property Tables, Binary Tables 

1 //merge sort 

2 Sort descending PF list on property-frequency -- r+plogp 

3 //merge sort 

4 Sort descending QP basket on property count -- r+slogs 

5 For all properties pi in PF list --- p 

6 If(pi<support Threshold)  

7 BT  ← pi --1 

8 Else 

9 Cp ← Consider pi for generating property tables --1  

10 End for 

11 //Find PT and BT using Apriori Algorithm O(p2 * QPc) 

12 QPc  ← QP basket 

13 // Cartesian product  

14 for all pi in QP basket 

15 Cp+1 = candidate generated from QP basket 

16 For all occurrences in QP basket 

17 Increment the count of all candidates in cp+1 that are contained in QP basket 

18 end for 

19 QPc ← candidates in cp+1 with support threshold and null threshold 

20 PT ← QPc 

21 end for 

22 Return Property Tables, Binary Tables – r 
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Algorithm: DWAHP 1(Hybrid Partitioning [PT+BT])  

plogp+slogs+ p+r+(p2 * QPc) ~ O(r)+ O(p2 * QPc)  

Input:  Null Threshold, Support Threshold, PF list, QP basket, Triple Table  

Output: Property Tables, Binary Tables 

1 //merge sort 

2 Sort descending PF list on property-frequency --plogp 

3 //merge sort 

4 Sort descending QP basket on property count --slogs 

5 For all properties pi in PF list --- p 

6 If(pi<support Threshold)  

7 BT  ← pi --1 

8 Else 

9 Cp ← Consider pi for generating property tables --1  

10 End for 

11 //Find PT and BT using Apriori Algorithm O(p2 * QPc) 

12 QPc  ← QP basket 

13 // Cartesian product  

14 for all pi in QP basket 

15 Cp+1 = candidate generated from QP basket 

16 For all occurrences in QP basket 

17 Increment the count of all candidates in cp+1 that are contained in QP basket 

18 end for 

19 QPc ← candidates in cp+1 with support threshold and null threshold 

20 PT ← QPc 

21 end for 

22 Return Property Tables, Binary Tables – r 

 
Algorithm: DWAHP2 (Cluster Creation and Allocation)--- p2 ~ O(p2) + O(c2) 

Input: property table, binary table, n hop matrix, support threshold, Nodes N  

Output: Clusters, Dc (Distributed Clusters)      

1 Together ← False 

2 For Ci consider every combination of pi in T1 with pj in T2 -- p 

3 For ∀  pk in n hop matrix -- p 

4 If (pk is Reachable(pi,pj)) ∧  supportThreshold(pi,pj) – 1 

5 Together ← True -- 1 

6 End if 

7 End for  

8 If (Together)   -- 1 

9 Ci ← Ci  ∪  {T1 ,T2} --- 1 

10 End if 

11 Together ← False 

12 End for 

13 For ∀ Nk ∈ N – n 

14 //Matrix Multiplication-- O(c2) 

15 For ∀ Ci ∈ Clusters  -- c 

16 For ∀ Cj ∈ Clusters  -- c 

17 If all properties is Reachable(Ci, Cj)  --1 

18 Together ←True  

19 Else 

20 Together=False  

21 Exit  

22 End for 
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23      If (Together) --1 

24            Nk ← Nk ∪ Cj ∪ Ci  

25      Else 

26            Nk ← Nk ∪ Cj  

27       End if 

28   End for 

29 End For 

30 Return N, Dc 

 
Algorithm: n hop reachability matrix (p+p2) ~ O(p2) 

Input: properties 

Output: n hop matrix     

1 N ←n -- 1 

2 For ∀ pi ∈ properties – O(p2) 

3    For ∀ pj ∈ properties 

4       If(i==j) 

5          P(i,j)← -2 

6       Else If  (s.s join ˅ s.o join)  --1 

7          P(i,j)← -1 --1 

8       Else 

9          P(i,j) ← 0 --1 

10       End if 

11    End for 

12 End for 

13 // Dijkstra’s Algorithm O(p2) 

14 For ∀ pi ∈ properties  

15    For ∀ pj ∈ properties 

16       If((pi,j) == 0) 

17          p(i,j) = pk //minimum distance from pi to pj via pk 

18       End if 

19    End for 

20 End for 

21 Return n hop matrix 
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